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ABSTRACT

Data platform companies (such as Facebook, Google, or Twitter) amass and process immense amounts of data that is generated by their users. These companies primarily use the data to advance their commercial interests, but there is a growing public dismay regarding the adverse and discriminatory impacts of their algorithms on society at large. The regulation of data platform companies and their algorithms has been hotly debated in the literature, but current approaches often neglect the value of data collection, defy the logic of algorithmic decision-making, and exceed the platform companies' operational capacities.

This Article suggests a different approach—an open, collaborative, and incentives-based stance toward data platforms that takes full advantage of the tremendous societal value of user-generated data. It contends that this data shall be recognized as a “global commons,” and access to it shall be made available to a wide range of independent stakeholders—research institutions, journalists, public authorities, and international organizations. These external actors would be able to utilize the data to address a variety of public
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challenges, as well as observe from within the operation and impacts of the platforms’ algorithms.

After making the theoretical case for the “global commons of data,” the Article explores the practical implementation of this model. First, it argues that a data commons regime should operate through a spectrum of data sharing and usage modalities that would protect the commercial interests of data platforms and the privacy of data users. Second, it discusses regulatory measures and incentives that can solicit the collaboration of platform companies with the commons model. Lastly, it explores the challenges embedded in this approach.
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In July 2018, Facebook released to external and independent researchers a trove of data that its users shared on the social network in 2017-2018,1 kicking off a new initiative to enable credible research about the role of social media in elections.2 The company vowed that researchers would not require its approval to publish their findings.3 This initiative came in response to the vehement public outrage regarding the use (and abuse) of social networks during the presidential elections campaigns of 20164—the massive data collection undertaken by Cambridge Analytica to target users with narrowly-tailored political ads,5 and the alleged activities undertaken by Russian hackers to generate fake profiles and widely disseminate information that fits the Kremlin agenda.

This Article contends that while Facebook may have been publicly impelled to open its data, its initiative shall constitute a general policy, and

---

1. Facebook released to external and independent researchers a large dataset that contains web page addresses (URLs) that have been shared on Facebook starting January 1, 2017 and ending about a month before the present day. URLs are included if they are shared by at least 20 unique accounts, and at least once publicly. Facebook estimates that the full dataset will contain around 2 million unique URLs that have been shared in 300 million posts, per week. See Russel Brandom, Facebook Opens Up 'Overwhelming Data Set' for Election Research, THE VERGE (July 11, 2018), https://perma.cc/78FX-M69G; Solomon Messing, Bogdan State, Chaya Nayak, Gary King & Nate Persily, Facebook URL Shares, HARVARD DATaverse (July 11, 2018), https://perma.cc/NU8L-E9AU.
3. Schrage & Ginsberg, supra note 2.
our approach to data generated on social networks and other online platforms shall be thoroughly reconsidered. Companies such as Google, Facebook, Apple, and eBay have amassed more data about people and their behavior, health, markets and networks than many governments and organizations around the globe. This data could enlighten us about ourselves, and instruct us on various matters, such as how to improve our health, make better informed political decisions, or design more accessible and efficient markets. The data could also suggest areas for institutional attention and regulation, and unveil how the algorithms of data companies operate and whether they result in discriminatory or otherwise problematic decisions. A resource that fulfills such a critical function cannot be managed by private commercial entities for profit purposes only.

Rather, this Article argues that data that is accumulated on private data platforms shall be recognized as a “global commons.” A commons regime signifies that access to user-generated data possessed by platform companies would not only be available to these companies, but to a broader range of stakeholders. The latter would take advantage of these access rights to discern from the data insights that are valuable for decision-making processes and also monitor from within the operation and impacts of the platform’s algorithms. This Article seeks to make the case for the recognition of a “global data commons,” explain why other approaches to the regulation of platforms companies are likely to be ineffective, and suggest how a data commons regime could be implemented in practice.

The Article starts by illuminating the formidable public function of data platform companies—private entities that enable various types of online information exchanges among their users. These include social networks (e.g., Facebook, Twitter, Instagram), search engines (e.g., Google, Bing or Yahoo), online marketplaces (e.g., Amazon or eBay), recommendation systems (e.g., Yelp), payment systems (e.g., Google Wallet, PayPal, Visa, MasterCard), virtual labor or service exchanges (e.g., Uber or AirBnb), and

---

6. User-generated data, also known as user-generated content, is defined as content uploaded and sometimes created by Internet users, rather than produced by the website itself. For a comprehensive definition, see Steven Hetcher, User-Generated Content and the Future of Copyright: Part One—Investiture of Ownership, 10 VAND. J. ENT. & TECH. L. 863, 870 (2008).

others. These companies play a constitutive role in the twenty-first century’s economy and in the daily lives of billions of people. For instance, 45% of Americans get their news on Facebook, which generally consumes an average of fifty minutes of its users’ time every single day. Google, Microsoft, and Yahoo together control 98% of the U.S. search-engine market. Amazon accounts for 43% of U.S. online retail sales. Facebook and Google control 73% of all digital advertising in the U.S.

Despite the wide array of services that they offer, data platform companies utilize a similar operation mode: they encourage users to generate and share data on their platforms, and then employ complex “big data” algorithms that aggregate, process, and analyze this user-generated


14. “Big data” can be defined as high-volume, high-velocity (the rate at which data is generated), or high-variety (the type of data collected) information assets that demand cost-effective, innovative forms of information processing that enable enhanced insight, decision making, and process automation. Big data is being generated by everything around us at all times. Every digital process and social media exchange produces it, and a wide variety of systems, sensors and mobile devices transmit it. See Jonathan Stuart Ward & Adam Barker, Undefined by Data: A Survey of Big Data Definitions 1-2 (Sept. 20,
The outputs of these algorithms inform decisions that affect many aspects of our society. They can determine which school a child can attend,\textsuperscript{15} whether a person will be offered a bank credit,\textsuperscript{16} what products are advertised to consumers in specific locations,\textsuperscript{17} and whether a job applicant will be granted an interview.\textsuperscript{18} Government officials also use them to predict issues such as where crimes will take place,\textsuperscript{19} who is likely to commit a crime, and whether someone should be allowed out of jail on bail.\textsuperscript{20}

The algorithmic prowess of data platform companies also has a staggering political impact. During the 2016 presidential election campaigns in the United States, for instance, it was widely discussed in the media that the algorithms of Google or Facebook could prioritize some types of political contents over other, and thus affect the results of the election.\textsuperscript{21} Both companies have forcefully denied these allegations, but there is little controversy that their algorithms are generally capable of such distortions. Social experiments that have been carried out by researchers with access to the databases of these companies confirmed the potential of their

\textsuperscript{2013} (unpublished manuscript), \url{https://perma.cc/5VPT-5SRB} (describing several definitions of “big data”); see also Danah Boyd & Kate Crawford, Critical Questions for Big Data: Provocations for a Cultural, Technological, and Scholarly Phenomenon, 15 INFO. COMM. & SOC’Y 662, 663 (2012).


\textsuperscript{16} Bruce Schneier, The Risks—and Benefits—of Letting Algorithms Judge Us, CNN (Jan. 11, 2016), \url{https://perma.cc/2T47-SW5E}.

\textsuperscript{17} Ryan Singel, Analysis: Google’s Ad Targeting Turns Algorithms on You, WIRED (Nov. 11, 2009), \url{https://perma.cc/C937-AB7G}.

\textsuperscript{18} Now Algorithms Are Deciding Whom to Hire, Based on Voice, NPR (Mar. 23, 2015) \url{https://perma.cc/L9DH-M5Q}.

\textsuperscript{19} Justin Jouvenal, Police Are Using Software to Predict Crime, WASH. POST (Nov. 17, 2016), \url{https://perma.cc/JSME-Y46Z}.

\textsuperscript{20} Tricia L. Nadolny, How Computers Are Predicting Crime—And Potentially Impacting Your Future, THE INQUIRER (Sept. 21, 2017), \url{https://perma.cc/64AK-HVEN}.

\textsuperscript{21} See, e.g., Seth Fiegerman, Facebook Is Well Aware That It Can Influence Elections, CNN TECH (Nov. 17, 2016), \url{https://perma.cc/BBWK-K8RL}; Trevor Timm, You May Hate Donald Trump. But Do You Want Facebook to Rig the Election Against Him?, THE GUARDIAN (Apr. 19, 2016), \url{https://perma.cc/J2K6-CGLU}. In the case of Facebook, for instance, concerns were raised that the social network prioritizes liberal over conservative news items in its “trending news” section—a major source of news for millions of Americans. Michael Nunez, Former Facebook Workers: We Routinely Suppressed Conservative News, GIZMODO (Sept. 5, 2016), \url{https://perma.cc/PHS3-6TFY}. Google has also been accused that its “autofill” function is positively biased towards liberal political candidates. Allana Akhtar, Google Defends Its Search Engine Against Charges It Favors Clinton, USA TODAY (June 11, 2016), \url{https://perma.cc/L6DQ-WRWN}. 
algorithms to frame public opinion and communicate to their users information in ways that no other entities could.\textsuperscript{22}

The immense role that online data platforms and their algorithms play in the lives of billions of their users is met with growing anxiety. Policymakers and scholars alike deliberate how to curb the power of these companies by subjecting them to transparency and explanation obligations and attempting to impose on them due process requirements. This Article shows, however, that these approaches impose on data platforms unrealistic and futile requirements. Algorithmic decision-making is inscrutable—“rules that govern decision-making are so complex, numerous, and interdependent that they defy practical inspection and resist comprehension.”\textsuperscript{23} The power of these rules is not to be intelligible and rational from a human perspective, but rather reveal and predict accurate patterns and correlations that exceed human imagination.\textsuperscript{24} The core business model of data platforms is to make accurate predictions regarding their users’ preferences, even if they do not understand the rationale of these predictions and even if they reveal unpleasant behavioral patterns. Demanding companies to explain or justify in plain language non-causal, non-intuitive, and inscrutable algorithmic decisions thus defies the logic of algorithmic decision-making, contradicts their business models, and often exceeds the companies’ operational capacities. Furthermore, imposing on data platform companies intrusive obligations would generate fierce resistance from the companies and is likely to result in low compliance and high enforcement costs. Some of these costs would naturally have to be absorbed by platform users.

Instead of pursuing an adversary and, in all likelihood, ineffective crusade against data platform companies, this Article suggests considering

\textsuperscript{22} See discussion in Part II; see e.g., Jonathan Zittrain, \textit{Engineering an Election: Digital Gerrymandering Poses a Threat to Democracy}, 127 Harv. L. Rev. F. 335 (2014) (discussing how data platforms can affect elections); Robert M. Bond et al., \textit{A 61-Million-Person Experiment in Social Influence and Political Mobilization}, 489 Nature 7415 (2012) (showing how social ads on Facebook affect voting turn out).

\textsuperscript{23} Andrew D. Selbst & Solon Barocas, \textit{The Intuitive Appeal of Explainable Machines}, 87 Fordham L. Rev. 1085 (2018); see also, Pauline T. Kim, \textit{Data-Driven Discrimination at Work}, 58 WM. & MARQ. L. Rev. 857, 922 (2017) (“Even when a model is interpretable, its \textit{meaning} may not be clear. Two variables may be strongly correlated in the data, but the existence of a statistical relationship does not tell us if the variables are causally related, or are influenced by some common unobservable factor, or are completely unrelated.”); Kiel Brennan-Marquez, \textit{Plausible Cause: Explanatory Standards in the Age of Powerful Machines}, 70 Vand. L. Rev. 1249, 1267-68 (2017).

\textsuperscript{24} Selbst & Barocas, \textit{supra} note 23, at 6.
a collaborative stance. Rather than imposing on these companies requirements that are above and beyond their capacity and interests, they can be taken as allies. The adverse public impacts of private data platforms are the result of these companies’ algorithms, but they constitute a much larger societal challenge. It should not be for Facebook or Google or Twitter alone to figure out the proper role of social networking algorithms in times of elections, or the ways to rectify discriminatory patterns that algorithms accurately reify. Demanding these companies to resolve such challenges single handedly means narrowing down the range of available solutions, increasing transaction costs, and engaging in a constant regulatory battle with noncompliant private entities.

Rather, the challenges associated with adverse public impacts of private data platforms shall be examined and addressed by a wide range of stakeholders—governments, organizations, researchers, journalists, etc. As noted by Eric Raymond with regards to the benefits of open source software\(^25\)—"given enough eyeballs, all bugs are shallow."\(^26\) External and collaborative scrutiny of data that is accumulated on data platforms and of some of their algorithms may reveal the causes for specific algorithmic outputs and help address data manipulations, disinformation, biases, and other adverse results.

Access to data held by platform companies can help public and private actors better understand demographic trends, public sentiment, and the geographic distribution of various phenomena. To note just a few examples, the triangulation of official health records and user-generated data on social platforms may reveal common predictors for heart failures or other diseases and thus contribute to the effectiveness of health policies. An analysis of messages shared on social networks related to suicide or mass-violence may help public authorities to better design preventive approaches. Monitoring geolocation data shared by mobile carriers can reveal how residents of specific localities use public and private transport, and enable local authorities to alleviate traffic congestions. Data that is held by platform companies may also unveil public sentiments regarding reforms or policies, issues related to the quality of education or health services, or geolocation information on where people hard-hit by a disease

---


or by a hurricane are located. While data platform companies at times sell their users’ data to third parties that may triangulate and analyze the data, these endeavors are typically commercial in nature and do not seek to address to public challenges. External scrutiny of this data by a diverse set of actors may also reveal otherwise hidden algorithmic decision rules and outputs.

The recognition of a “global commons of data” does not imply that data platform companies, which play a critical role in aggregating and processing their users’ data, would lose their commercial benefits and decision-making prerogatives. It neither implies that access to all such data on the web becomes free and open to all, thus violating users’ privacy rights and inflicting potential security damage. Rather, the data commons regime should offer a spectrum of data access modalities—ranging from the most restrictive access rules to the most permissive ones.

The Article outlines five modalities of data access and usage, and provides real-life examples of their implementation: (i) sharing internal data analysis, as part of which a data platform company does not share any data with external stakeholders, but rather conducts its analysis in-house and then publicly releases the findings; (ii) releasing targeted data, as part of which the data platform company shares with trusted partners subsets of its data for a specific public-regarding purpose (Facebook’s initiative on social media and elections would fall under this category); (iii) participating in data pools, as part of which several data platform companies and other stakeholders would grant each other access rights to the data to enable collaborative investigation; (iv) granting access to public actors, as part of which state statistical agencies or other government stakeholders would get access to data held by platform companies; and (v) granting open access to significant subsets of data to the global community, typically under specific terms of use.

How to implement these data sharing modalities in practice? The Article lays out two types of institutional arrangements: a “sticks” approach—invoking the public utilities doctrine, which would oblige data platform companies to provide fair access and use to the user-generated data they hold; and a “carrots” approach—encouraging platform companies to take on the “data commons” idea through financial incentives and soft “naming and shaming” initiatives. The Article suggests several examples on how such incentives and programs could work.
Lastly, the Article addresses three major critiques that can be levied against the global data commons approach. One major pitfall is privacy. The Article discusses technical measures that can be undertaken to protect users’ privacy through data de-identification, and the need to employ a relatively restrictive data sharing modality in case that the data in question may impinge users’ privacy rights. Another challenge is the question of users’ consent: whether and how users’ willingness to contribute their data to the global commons can facilitate the implementation of this idea. The commercial interests and incentives of private data companies constitute a third challenge. Being able to effectively aggregate and analyze data is the core business model of platform companies. They invest significant costs in cleansing, structuring, and processing user-generated data. Granting access to this data to external stakeholders may raise significant opposition on the part of data companies. If effective in the long term, such approach may also disincentivize companies from engaging in data collection endeavors. The Article discusses whether a spectrum of data access modalities, coupled with efficient implementation arrangements, can mitigate these concerns. This Article does not purport that these challenges, as well as other hurdles associated with the global data commons proposal, could be fully and satisfactorily resolved. Rather, it seeks to start a conversation on the role of user-generated data in society and the challenges that may be associated with it.

The structure of the Article is as follows. Part II discusses the growing public importance of private data platform companies. Part III outlines existing approaches that aim to curb the adverse implications of algorithmic decision-making and examines the limitations of these approaches. Part IV makes the case for a “global commons of data,” delineates the spectrum of data access and usage rules, and discusses the implementation arrangements and challenges embedded in this approach.

II. THE PUBLIC IMPORTANCE OF PRIVATE DATA PLATFORMS

The information that data platforms provide to their users is defined, to a large extent, by the platforms’ algorithms. These algorithms do not only...
collect and process data, but “create, tap, or steer information flows in ways that suit their goals and in ways that modify, enable, or disable others’ agency, across and between a range of older and newer media settings.”

They do not only link users together, but also suspend them or guide them toward one piece of information and not another. They do not simply circulate images or text, but algorithmically promote some over others.

These algorithms are designed to collect and analyze vast amounts of data in order to draw inferences about unknown facts from statistical


28. The procedure of “data processing” can be defined as follows “any operation or set of operations which is performed on personal data or on sets of personal data, whether or not by automated means, such as collection, recording, organisation, structuring, storage, adaptation or alteration, retrieval, consultation, use, disclosure by transmission, dissemination or otherwise making available, alignment or combination, restriction, erasure or destruction.” See Regulation (EU) 2016/679 of the European Parliament and of the Council on the Protection of Natural Persons with regard to the Processing of Personal Data and on the Free Movement of Such Data, and Repealing Directive 95/46/EC (General Data Protection Regulation), 2016 O.J. (L 119/1) [hereinafter GDPR].


31. Big data analysis typically relies on three major sources: (i) data that is generated in online activities, including online transactions, web-data trails, e-mail exchanges, videos, photos, search queries, health records, and social networking activities; (ii) personal information from a variety of offline sources: public records (e.g., criminal records, deeds, corporate filings), retailer’s sales records, credit agencies, etc.; and (iii) with the advent of the Internet of Things, enormous amounts of information can be collected from the ever-growing number of devices and appliances that have the capacity to record and transmit information about the world. This encompasses information generated by cell phones, surveillance cameras, global positioning satellites, utility-related sensors, communication networks, and phone-booths, among other sources. See Exec. Office of the President, President’s Council of Advisors on Sci. & Tech., *Big Data and Privacy: A Technological Perspective* 22-24 (2014), https://perma.cc/LTN5-V37W; Victor Mayer-Schönberger & Kenneth Currer, *Big Data: A Revolution That Will Transform How We Live, Work, and Think* 99-100 (2013); Neil M. Richards & Jonathan H. King, *Big Data Ethics*, 49 Wake Forest L. Rev. 393, 404-5 (2014) (“To obtain their information, data brokers search through government records,
occurrence and correlation, and thus enable predictions about future patterns of behavior and preferences.32 When enough detail about the past is gathered and processes, the algorithm calculates how different qualities have been correlated with each other in the past. Unforeseen links and correlations surface, and are then used to make projections about events and actions that are likely to happen in the future.33 Data platform companies employ these algorithms to predict which pieces of information their users would be interested in, and how this information should be presented to them.34 These algorithms are intensely used in a variety of fields, including the prediction of shopping patterns, students’ grades,35 employees’ behavior,36 heart disease rates,37 and more.

The political and social implications of such algorithmic prowess are immense. Two major domains where algorithmic decision-making has already had tangible socio-political impacts are (1) democratic processes and elections; and (2) discrimination in the public sphere.

A. Algorithmic Impacts on Democratic Processes and Elections

Facebook by far leads every other social media site as a source of news, with 45% of Americans getting news on the platform.38 This news consumption largely depends on Facebook's algorithms, which practically determine to which news items different user would be exposed, at what
time, and in what format. The considerations that underlie these algorithmic
decisions are largely obscure. But it is known, for instance, that Facebook
presents users with only a small fraction of the information flows created
by their friends. Facebook chooses which posts are pushed to the top of a
user’s “news feed,” which posts are located further down, and which are
absent from the “feed” all together. Further, the platform is known to
prioritize contents with which the user is more likely to agree, thus
contributing to the generation of “information bubbles,” which prevent
exposure to alternative view-points and deepen one’s assertion that hers is
the only right position.

Studies have indeed shown that Facebook’s algorithms could
strategically encourage or discourage users to vote in hotly contested states,
thus tilting the results of an election. A controversial social experiment that
was conducted in 2010 examined the voting patterns of 61 million American
Facebook users, who accessed the platform on the day of the 2010
congressional elections. The researchers concluded that a “social”
Facebook message that encouraged users to vote caused an additional
340,000 votes to be cast amidst the 82 million Americans who voted that
day. While these figures may appear modest, George W. Bush won the 2000
U.S. presidential election by taking over Florida, where he beat Al Gore by
537 votes. In 2016, Hillary Clinton lost key states such as Pennsylvania by
44,292 votes, Michigan by 10,704 votes, and Wisconsin by 22,748 votes.

---

41. Id. See generally CASS R. SUNSTEIN, REPUBLIC.COM 2.0 (2007).
42. Bond et al., supra note 22. Nearly 60 millions of users were shown a graphic
within their news feeds with a link to locate their polling place, a button to click “I voted,”
and the profile pictures of their friends who had indicated that they had already voted.
Other 611,000 users only received an “informational message” with polling station
details, but were not shown the “social” graphic that included references to friends. The
researchers then compared the groups’ online behaviors, and matched 6.3 million users
with publicly available voting records from precincts across the country. The results
revealed that those who got the informational message voted at the same rate as those
who saw no message at all. But those who saw the social message were 2% more likely
to click the “I voted” button than those who received the informational message, and
0.4% more likely to head to the polls than the other group.
44. Presidential Elections Results: Donald J. Trump Wins, N.Y TIMES (Aug. 9, 2017),
Most recently, the vast political value of Facebook profiles and connections received worldwide recognition in the wake of the Cambridge Analytica data abuse scandal. Allegedly, Cambridge Analytica—a private data mining and voter-profiling company based in the United Kingdom—harvested through various means personally identifiable data of 87 million Facebook users. The company then used the data to generate psychological profiles of US voters and targeted them with personalized political advertisements in support of Donald Trump and other politicians. There is no direct evidence regarding the contribution of Cambridge Analytica’s approach to Trump’s electoral victory. There is no doubt, however, that Facebook and other data platforms have turned into crucial political arenas.

Google’s algorithmic capacity to frame information and shape behavior is no less formidable. Visibility is key for online presence, and the position of an information item in Google’s search results thus plays a definitive role in determining whether this item will ever be noticed. In August 2018, for instance, President Trump accused Google of “an effort to intentionally suppress conservative news outlets supportive of his administration,” by ranking them lower than news from “authoritative” and mainstream news sources on Google News.

In recent years, there has been a growing interest in studying the potential biases of search engine rankings. For instance, to test the...
political significance of Google rankings, Epstein and Robertson conducted a randomized controlled trial, as part of which they asked participants unaware of the political candidates in an election to search for the candidates and form an opinion based on the results. By biasing the search results in a controlled manner (placing links focused on one candidate above another), they showed that the mere order of search rankings could affect by 20 percent or more the voting preferences in an election.\textsuperscript{51} Furthermore, such rankings can be masked so that voters are unaware of the manipulation.

\section*{B. Discriminatory Impacts of Algorithms}

The ultimate objective of search engine rankings, ads, or the contents of one’s news feed is to correctly predict the specific individual preferences of each particular user. Accuracy—rather than political correctness, affirmative action, or attempts to educate the user to be a better person—is key in this respect. Thus, the goal of an accurate algorithm is to distinguish variations among different groups of users and provide these groups with distinct results. For instance, advertisers are able to target people who live in low-income neighborhoods with high-interest loans.\textsuperscript{52} An analysis of The Princeton Review’s Prices for online SAT tutoring shows that customers in areas with a high density of Asian residents are often charged more.\textsuperscript{53} Shall these distinctions be treated as discrimination or normal market practices?

Algorithmic discrimination occurs when certain groups or individuals unfairly receive unfavorable treatment as a result of algorithmic decision-making.\textsuperscript{54} Bias can enter into algorithmic systems regardless of the intent of


the provider, and create discriminatory feedback loops.\textsuperscript{55} Big data algorithms then reify existing patterns of discrimination—if they are found in the dataset, then by design an accurate classifier will reproduce them. Discrimination occurs because the data being mined is itself a result of past intentional discrimination, and there is frequently no obvious method to adjust historical data to rid it of this taint. In this way, discriminatory decisions can be an outcome of a “neutrally” designed algorithm.

For instance, Latanya Sweeney identified “significant discrimination” in the online ads that appeared following Google searches for black-identifying names versus white-identifying names. Searches for black names were much more likely to return advertisements for arrest records.\textsuperscript{56} Sweeney argues that this is a function of Google's AdSense algorithm, which takes user feedback into account to determine which terms are more likely to attract user interest. In a similar manner, researchers discovered that Google's AdSense showed an ad for high-income jobs to men much more often than it showed the ad to women.\textsuperscript{57} Google Images search for “C.E.O.” produced 11 percent women, even though 27 percent of United States chief executives are women.\textsuperscript{58} In fact, Google learned society's racism and discriminatory patterns and fed it back to users.

The algorithmic prowess of data platforms—from shaping one's news diet and encouraging specific voting patterns to generating discriminatory social results—has raised significant anxiety among policymakers and
scholars in recent years. These concerns are aggravated by the immense information asymmetry between data platform companies and their users, and the obscure nature of the algorithms’ operation. As noted by Richards and King, “[w]hile big data pervasively collects all manner of private information, the operations of big data itself are almost entirely shrouded in legal and commercial secrecy.”

Decisions taken by these algorithms on how search findings should be ranked or how information shared by users should be prioritized are “dynamic, all but invisible, and individually tailored.” As algorithms become increasingly autonomous and invisible, it becomes even harder for the public to detect and scrutinize their impartiality status and the considerations (or lack thereof) that affect their operation mode.

The question of how to mitigate the adverse social and political implications of algorithmic decision-making has thus become central in legal and policy debates. Part III of this Article discusses some of the key approaches that have been brought forward by policymakers and scholars to regulate data platform companies and make their algorithms more accountable, and shows that these approaches do not achieve their stated objectives.


61. Tufekci argues that this makes algorithmic decision-making different from traditional editorial decisions taken by newspaper editors or TV broadcasters, who also have wide margins of discretion, but their decisions and potential biases are visible to their readers or viewers. See Tufekci, supra note 55.

III. REGULATING DATA PLATFORMS: CURRENT APPROACHES

The technological complexity of big data algorithms has far exceeded legal response capacity. Several directions to curb the immense power of platform companies and mitigate the adverse impacts of their algorithmic decision-making procedures have started to emerge. These focus in particular on measures to prevent manipulation and misinformation, discriminatory patterns and biases that result from algorithmic decision-making. These approaches can be divided into two main categories: (a) algorithmic transparency and explanation; and (b) due process. The subsequent sections discuss each of these approaches and examine their effectiveness.

A. Algorithmic Transparency and Explanation

A common and seemingly intuitive approach to neutralize the negative consequences of obscure algorithms is to shed light on the operation of these algorithms. As part of this rationale, platform companies would be expected to release the source code of their algorithms; explain how websites, people, and events are rated and ranked; or describe how and why one’s “news feed” or search results are structured and populated. Several scholars have suggested that such an approach could enable users to properly manage expectations regarding the contents of their online information diet and better understand potential biases or inconsistencies.63

The General Data Protection Regulation (GDPR),64 which was issued by the European Parliament in 2016 and came into force in May 2018, adopted a variation of the algorithmic transparency approach by granting EU residents a novel legal protection tool—a “right to explanation.”65 According

---

64. GDPR, supra note 28.
65. Id. at art. 13. It is commonly assumed that the GDPR may influence global standards related to data platforms. See, e.g., Michael D. Birnhack, The EU Data Protection Directive: An Engine of a Global Regime, 24 COMPUTER L. & SECURITY REP. 508 (2008); Sean Michael Kerner, HPE Explains What European GDPR Privacy Regulations Mean to U.S. Firms, eWeek (May 1, 2017), https://perma.cc/LM8H-BGYW ("[T]he GDPR applies to anyone that is doing business in the EU, so anyone selling into it or has [sic] employees...")
to the Regulation, companies that collect or process personal data of EU residents have a legal duty to provide their users with a “meaningful explanation” on how their algorithms reach decisions. Such explanation may either refer to the algorithmic model or system that produced a certain decision (i.e., the logic, significance, envisaged consequences, and general functionality of an automated decision-making system), or explain a specific decision or query (i.e., specific decision-rules and rationale). Several platform companies already follow this path and explain some of the considerations that go into the operation of their algorithms.

As Ananny and Crawford have observed, transparency interventions are “commonly driven by a certain chain of logic: observation produces insights which create the knowledge required to govern and hold systems accountable.” Fung et al. refer to this process as a “transparency action cycle,” which generates behavioral changes among both platform companies and their users. For example, regulation that requires restaurants to place on their windows their hygiene rankings (as there.”).

66. This would include setup information (the objectives behind the modelling process, the parameters used for the model, etc.), training metadata (summary statistics and qualitative descriptions of the input data used to train the model, and the model predictions), performance metrics (information on the model’s predictive skills), process information (how the model was tested and how undesirable elements were screened out), etc. See Lilian Edwards & Michael Veale, Slave to the Algorithm? Why a ‘Right to Explanation’ Is Probably Not the Remedy You Are Looking For, 1 DUKEL & TECH REV. 19, 55-56 (2017).


70. ARCHON FUNG, MARY GRAHAM & DAVID WEIL, FULL DISCLOSURE: THE PERILS AND PROMISE OF TRANSPARENCY (2007). The action cycle consists of four elements: first, a transparency policy compels an information provider (e.g., private company, public authority, etc.) to provide salient and accessible information to at least one group of information users; second, this information causes users to change their behavior vis-à-vis the information provider; third, information users’ actions affect information providers in a meaningful manner, and the latter cannot ignore such actions; and fourth, information providers change their behavior in response to information users’ actions. See also Steven Kosack & Archon Fung, Does Transparency Improve Governance? 17 ANN. REV. POL. SCI. 65 (2014).
determined by municipal sanitary inspections) provides customers with valuable and easily comprehensible information, which allows them to opt for clean restaurants instead of dirty ones. This behavior cannot be ignored by restaurant owners. In response to it, those with lower rankings are compelled to invest more efforts in improving their hygiene practices to attract customers. In theory, a similar logic could be applied to the algorithms employed by data platform companies—platform companies would explain to their users how their algorithms work, and users would rely on these explanations to decide whether they want to consume the services of the companies. To avoid the loss of customers, platform companies would then, theoretically, adapt their algorithms to users’ needs and priorities. The practical implementation of this approach is, however, precarious.

Algorithmic transparency could certainly shed some light on otherwise obscure data processing practices. But algorithmic transparency policies are prone to a range of implementation difficulties, related to the consistency of information collection standards, cognitive limitations of information suppliers and users, and context-related sensitivities.71 For one, the assumption that algorithmic decision-making can be “explained” in plain language is problematic.72 Algorithmic outputs are not based on causal relations between variables that can be meaningfully rationalized. Rather, they operate based on correlations among variables that seemingly have no connection to each other but nonetheless have some predictive value. As explained by Edwards and Veale:

LinkedIn, for example, claim to have over 100,000 variables held on every user that feed into [algorithmic] modelling. Many of these will not be clear variables like ‘age,’ but more abstract ways you interact with the webpage, such as how long you take to click, the time you spend reading, or even text you write but later delete without posting. These variables may well hold predictive signals about individual characteristics or behaviors, but we lack compelling

---

ways to clearly display these explanations for meaningful human interpretation.\textsuperscript{73}

A requirement to explain the workings of an algorithm is thus prone to a host of technical difficulties and is, in essence, unrealistic.\textsuperscript{74} Explanations would either be generalist and vague (and as such fail to provide practical value) or delve into technical details that lack context or causality.\textsuperscript{75}

Algorithmic transparency and explanation obligations could also inflict commercial damage on companies that invest ample resources in developing complex data mining algorithms in order to stand out from their competitors.\textsuperscript{76} Google’s ranking algorithm is one of its most coveted commercial assets, and an obligation to disclose parts of it can constitute a violation of its proprietary methods and trade secrets. Further, making publicly available the factors crucial for certain scoring techniques might provide opportunities for those scored to act strategically and “game the system,” thus undermining the credibility of the algorithms, and eventually rendering them inaccurate.\textsuperscript{77} For instance, the process for deciding which tax returns to audit or whom to grant financial benefits may need to be partly opaque to prevent tax cheats or credit to insolvent customers.

Furthermore, when an explanation of how a rule operates requires disclosing private or sensitive data (e.g., in adjudicating a commercial offer of credit, a lender reviews detailed financial information about the applicant), disclosure of the data may be undesirable or even legally barred.\textsuperscript{78} Cognizant of these limitations, the “right to explanation” in the GDPR contains multiple exemptions that significantly narrow down cases in which platform companies may be mandated to provide an explanation.\textsuperscript{79}

\begin{footnotes}
\footnote{73}{Edwards & Veale, \textit{supra} note 66, at 59-60.}
\footnote{74}{\textit{Id.} at 59 ("[I]n some systems there is no theory correlating input variables to things humans understand as causal or even as ‘things.’ In [machine-learning] systems ... the features that are being fed in might lack any convenient or clear human interpretation in the first place").}
\footnote{75}{\textit{Id.}}
\footnote{76}{Citron & Pasquale, \textit{supra} note 62, at 17.}
\footnote{77}{\textit{Id.} at 20, 26.}
\footnote{79}{Exemptions include “carve-outs for intellectual property (IP) protection and trade secrets; restriction of application to decisions that are ‘solely’ made by automated systems; restriction to decisions that produce ‘legal’ or similarly ‘significant’ effects.” Edwards & Veale, \textit{supra} note 66, at 21. Doubts have also been raised regarding the binding legal nature of the “right to explanation” due to its inclusion in the Recitals of the}}
This naturally limits the scope and effectiveness of the newly created entitlement even before the practicality of the right to explanation is considered.

The fallacy of the algorithmic transparency approach was recently confirmed by Brauneis and Goodman, who used freedom of information legislation and other state laws to request explanations regarding the operations of algorithmic decision-making in local governments. The authors filed 42 open records requests in 23 states, seeking essential information about six predictive algorithm programs. The results of these requests were largely unsatisfactory. The authors identified two impediments that hinder the algorithmic transparency proposition: first, governments lack appropriate records and information regarding the operation of their algorithms, and are thus unable to release more information than they have; and second, even where governments do have key explanatory records, they may refuse to disclose them in deference to the claims of private vendors that this information is confidential and would violate their trade secrets.

B. Due Process

The introduction of “due process” is another mitigation measure that scholars brought forward to mitigate adverse impacts of algorithmic decision-making. Several directions have been proposed.

One category of approaches puts the emphasis on ex-ante procedural regularity and fairness of algorithmic decision-making. For instance, Kroll et al. contend that technical methods can verify that

- The same policy or rule was used to render each decision.

---

Directive, and not in the main text. See Wachter, Mittelstadt & Floridi, supra note 67.

81. Id.
82. Id. at 152-53.
83. Id. at 153-59.
85. These may include software verification, requirements for systems to create cryptographic commitments as digital evidence of their actions, or analysis of random choices and outputs of a software.
• The decision policy was fully specified (and this choice of policy was recorded reliably) before the particular decision subjects were known, reducing the ability to design the process to disadvantage a particular individual.
• Each decision is reproducible from the specified decision policy and the inputs for that decision.
• If a decision requires any randomly chosen inputs, those inputs are beyond the control of any interested party.  

The practical implementation of this approach may raise difficulties. Ensuring procedural regularity and fairness may safeguard from overt mistakes or miscalculations. It may also rectify specific individual injustice (for instance, a wrongful calculation of one’s credit score or insurance rates). But it is unlikely to address—or even unveil—cases in which the algorithm simply reflects widespread societal biases or existing discrimination. For instance, Google search results that associate “black” names with incarceration do not, in all likelihood, result from an intentional or wrongful algorithmic design that seeks to discriminate against African-American users. Rather, they reflect an existing discriminatory pattern in society.

One potential way to overcome this challenge is to inspect biases in algorithmic decision-making through random audits. This approach could identify discriminatory results even if they result from fair algorithmic decision rules. For instance, Christian Sandvig et al. suggest to undertake regular audits that would identify discriminatory or biased algorithmic outputs, and then employ data mining tools to cleanse the algorithmic operation. The problem with this approach, however, is that it relies on

86. Kroll et al., supra note 78, at 657.
88. This can be done, for instance, by cleaning data “in such a way that legitimate classification rules can still be extracted but discriminating rules based on sensitive attributes cannot.” See Sara Hajian, Josep Domingo-Ferrer & Antoni Martinez-Ballesté, Discrimination Prevention in Data Mining for Intrusion and Crime Detection, 2011 IEEE SYMP. COMPUTATIONAL INTELLIGENCE CYBER SECURITY (CICS) (April 2011), at 47, https://perma.cc/9H8U-THKA. See generally Rupanjali Dive and Anagha Khedkar, An
audits of random dataset samples, but cannot account for potentially different findings that can result from a different set of samples.

A distinct approach has recently been brought forward by Selbst and Barocas, who emphasize the need to inspect the projected impact of an algorithm. They suggest to require data platform companies to prepare and publicly release algorithmic “impact statements,” which would be akin to environmental impact statements, required by the National Environmental Protection Act. This approach seems promising as it does not intend to inspect inscrutable algorithms, but rather targets the heart of the problem—the impacts of these algorithms. These may be harmful and discriminatory for reasons that are beyond human comprehension, even if the algorithmic design is perfectly fair and neutral. However, the implementation of this proposal may raise technical challenges, as it would require significant compliance and oversight costs to ensure that companies have the capacity to accurately assess the projected impacts of their algorithms and properly report this as part of their statements.

While all these approaches take an ex-ante stance to algorithmic decision-making, the European Union’s GDPR suggests imposing on platform companies ex-post due process obligations. For instance, Article 22 of the GDPR gives a data subject a “right not to be subject to a decision based solely on automated processing, including profiling” that “significantly affects” the data subject. Exceptions to this provision must be based on authorization by a “Union or Member State law” that also “lays down suitable measures to safeguard the data subject’s rights and freedoms and legitimate interests”. By way of remedy, Article 22 provides affected users with a right to “obtain human intervention on the part of the [data platform],

91. Profiling is defined in the Directive as “any form of automated processing of personal data consisting of the use of personal data to evaluate certain personal aspects relating to a natural person.” GDPR, supra note 28, art. 4(4).
92. The question of what constitutes a “significant effect” is open for interpretation, and it remains to be seen how Member States approach it.
93. GDPR, supra note 28, art. 22(2)(b).
express their point of view, and contest the decision." This essentially trades away the right to a human decision-maker for maintaining a right for a "human hearer," and secures some form of due process. It remains to be seen how such due process would take place in practice in the different Member States, and what would be the implications of contesting an algorithmic decision—would it secure a compensation or a right to require the correction of the algorithmic decision?

Jack Balkin, for instance, advocates for the recognition of "algorithmic nuisance," which would apply in cases where platform companies use algorithms to "make judgments that construct people's identities, traits, and associations that affect people's opportunities and vulnerabilities." Recognizing the social costs that users may incur due to algorithmic decision-making, this approach suggests to impose on platform companies fiduciary obligations and thus pay for the negative externalities of their data collection and analysis.

The idea of algorithmic nuisance builds on an analogy to the common law concepts of public and private nuisance. However, the application of the nuisance doctrine to discrimination in automated search engines or news feed results is only likely to offer recourse in the most extreme cases, where tangible damage to the plaintiff can be proved. But such cases are likely to be rare. Given the inscrutability of big data algorithms, causality between an algorithmic decision system and the nuisance caused to the plaintiff would be difficult to establish.

Balkin's proposal takes a step forward compared to the GDPR's due process approach, since it advocates for compensation to affected users, and not only entitles them to "contest" a decision. But both approaches suffer from a similar limitation. They focus on individual—rather than societal—algorithmic impacts. Even if some form of compensation could be provided to individuals that are unjustly harmed by an algorithm, this would only resolve an individual problem of a person who was sufficiently knowledgeable and willing to complain. This approach would not address wider societal impacts that may result from adverse algorithmic decisions.

94. Id. at art. 22.
96. Id.
97. Id.
C. The Inherent Capacity Limitations of Data Platforms

The operation model of data platforms is to accurately identify and predict patterns of users' activities, interests, and preferences. This means that effective big data algorithms may simply reify existing patterns of discrimination in society—if they are found in the dataset, then by design an accurate algorithm will reproduce them. This may well result in discriminatory scoring, ranking, or profiling decisions; politically biased "news feeds;" or misleading ads and recommendations. However, predicting behavioral patterns is different from explaining them, understanding their projected impacts on distinct user groups, or incurring liability for their potential (and unpredicted) implications.

Current approaches to diminish the adverse impacts of algorithmic decision-making—by enhancing transparency, introducing explanations, or observing due process requirements—delineate distinct action paths, but share a major commonality. They demand private companies identify, explain, and ultimately prevent non-causal, non-intuitive, and inscrutable algorithmic decisions, which may in fact accurately reflect existing social biases. Companies are thus expected to invest tremendous resources and efforts in endeavors that are well beyond their business models, capacities, or aspirations.

It may feel intuitively appealing and just to impose such public-regarding obligations on dominant, monopoly-like data platforms such as Facebook, Twitter, or Google. But the larger implications of such requirements are not necessarily positive. For one, these approaches neglect the question of whether data companies possess the internal capacity to comply with the suggested obligations, and what it would take them to develop such capacity. Instead of internalizing high compliance costs, dominant data platforms are likely to impose them on their consumers—in the form of usage fees or more aggressive targeted ads. For smaller companies or startups that build their business models based on the aggregation and analysis of user-generated data, intrusive and costly regulation may turn into a deterrent that rules out their possibility of entering the market.

The feasibility and adverse market implications of transparency, explanation, or due process obligations is not the only problem with the suggested approaches. Scholars suggest that regulation or even mere regulatory scrutiny of big data algorithms could raise legitimate First Amendment concerns. Bambauer, for instance, argues that since the First
Amendment protects the right to create knowledge, data is speech.98 If accepted, such an understanding makes any interference in data collection or processing constitutionally problematic. Indeed, while the Federal Trade Commission has begun to explore questions of platform governance, it has not gone beyond encouraging companies to “do more to determine whether their own data analytics result in unfair, unethical, or discriminatory effects on consumers.”99

In sum, given the complexity and obscurity of big data algorithms, the efficacy of regulatory attempts naturally depends on the capacity and willingness of data platforms to comply with them. Unsurprisingly, data platform companies do not welcome such regulatory interventions and often meet them with vehement opposition and counter-lobbying efforts.100 Rather than investing mutual efforts in resolving common challenges, data platform companies and policy-makers find themselves immersed in bitter battles in Congress or in courts.101 Such battles would become even worse if concrete and intrusive regulation is at stake.

IV. THE CASE FOR A GLOBAL COMMONS OF DATA

A. Making the Case

Data that each of us generates and leaves behind on social networks, search engines or with mobile carriers includes messages and location traces left by users of social networks, cell phone signals that indicate prior and current physical location, online search queries, and other digital traces of online activities. This data has a tremendous value for modern society, and it fuels significant sectors of economic, social, and political activity.


While some databases are purely local, containing, for example, information about the inhabitants of a specific municipality, most databases are likely to consist of data collected from numerous local and foreign sources. As noted by Benvenisti, "[t]he data has accumulated over years by the input of billions of users, domestic and foreign alike. Each click, like each drop of rain filling up a reservoir, adds to immense reserves of human knowledge. Just like a giant global lake or a vast international river of knowledge, private and public data banks constitute a new manifestation of the common heritage of humankind."\(^{102}\)

Currently, calls to require platform companies to share data with users are typically focused on personal data—the ability of an individual user to retrieve the personal data that was collected about her by the data company. In the European Union, the GDPR grants data platform users the rights to access the data that is collected about them, obtain explanation regarding the purpose of the data processing and the third-party recipients to whom the data is disclosed (art. 12); rectify any data inaccuracies (art. 13); demand the erasure of personal data (art. 14), and restrict the processing of personal data under certain conditions.\(^{103}\) Although the United States lacks an omnibus notion of data protection laws, similar rights emerged in relation to credit scoring in the Fair Credit Reporting Act of 1970.\(^{104}\)

The concept of providing users access to their own data is grounded in both efficiency and fairness rationales and seems to be straightforward. As Tene and Polonetsky argue, the ability to access and reuse personal data can fuel a whole economy of third-party applications that combine personal data from different sources and services into a single user experience that enables anyone to easily analyze one’s data and draw useful conclusions (e.g., change one’s diet or improve one’s sleeping patterns).\(^{105}\) Sharing such data in real time and in machine-readable formats could be even more promising in terms of the data usability and usefulness for individuals.

---


103. GDPR, supra note 28.

104. See Citron & Pasquale, supra note 62, at 16.

105. See generally Tene & Polonetsky, supra note 31, at 263-68.
A similar rationale could support the idea of sharing user-generated data with a broader set of stakeholders. Scholars stress the importance of public access to data to our collective pursuit of knowledge, paying particular attention to the value of recombining data from distinct sources in ways that make the sum worth more than its individual ingredients.\textsuperscript{106} Access to data can thus be key for public decision-making: it may supplement scant public statistics and inform policy interventions that would resolve public problems or expedite emergency response. As indicated by Yakowitz, “nearly every recent public policy debate has benefited from mass dissemination of anonymized data.”\textsuperscript{107}

The benefits of open access to data have been acknowledged by dozens of governments around the world and fueled the establishment of the Open Government Partnership, which supports governments in the implementation of open government programs. In an Executive Order issued in 2013, President Obama acknowledged that “making information resources easy to find, accessible, and usable can fuel entrepreneurship, innovation, and scientific discovery that improves Americans’ lives and contributes significantly to job creation.”\textsuperscript{108} He therefore ordered that “the default state of new and modernized Government information resources shall be open and machine readable.”\textsuperscript{109} In 2016, the leaders of G8 countries committed to the “open by default” principle, which requires that all government data will be published openly by default and that such data would only be kept closed if there are special considerations that prevent its disclosure.\textsuperscript{110} The EU has also embarked on an effort to create a “Digital

\textsuperscript{106} Christine Borgman, \textit{The Conundrum of Sharing Research Data}, 63 J. AM. SOC’Y INFO. SCI. & TECH. 1059, 1070 (2012) (“Indeed, the greatest advantages of data sharing may be in the combination of data from multiple sources, compared or ‘mashed up’ in innovative ways.”); Michael Mattioli, \textit{The Data-Pooling Problem}, 32 BERKELEY TECH. L. J. 171, 194-204 (2017); Jane Yakowitz, \textit{Tragedy of the Data Commons}, 25 HARV. J. L. & TECH. 1, 8-10 (2011).

\textsuperscript{107} Yakowitz, \textit{supra} note 106, at 9-10 (referring to data released by the Federal Financial Institutions Examination Council that enables to detect housing discrimination and contribute to public deliberations on home mortgage policies; data collected by Medicare and Medicaid, which significantly contributed to President Obama’s health care reform; census data that has been critical to detect racial segregation; public crime data that has revealed unequal allocation of police resources; and more).


\textsuperscript{109} Id.

\textsuperscript{110} G8 Open Data Charter and Technical Annex, U.K. CABINET OFF. (June 18, 2013),
Single Market," that is designed "to fully unleash the data economy benefits."111

While open data is becoming more common in government, academic and institutional settings, this kind of data availability has not yet been taken up by private companies. The collection and analysis of user-generated data are nowadays chiefly undertaken for commercial purposes. Besides a few isolated and self-proclaimed “data philanthropy” initiatives and other corporate data-sharing collaborations, data platform companies have historically shown resistance to releasing their data to the public. Third parties commonly obtain access to such data through private agreements with the data platforms.112

Time has come to reconsider this approach. The societal value of the data held by platform companies is enormous, and the benefits of a collaborative access and usage rights to this data are immense. User-generated data shall thus be part of a “global data commons,” 113 which would be responsibly managed in a manner that contributes both to the business models of platform companies and to larger societal objectives. External stakeholders would then be able to analyze this data to identify and prevent algorithmic biases or discriminatory outputs, as well as address a variety of other public problems and challenges.

The global data commons regime should not be restricted to the largest internet monopolies, such as Google, Facebook, Twitter, or Amazon. Rather, any company that operates an online platform that collects, aggregates, and processes its users data shall be encouraged to take part in the data commons regime. The breadth of the commons regime could be inspired by

https://perma.cc/PBH7-DNLQ.

112. See discussion infra Part IV.B.
113. “Commons” refers to institutionalized arrangements of community management or governance of shared resources. The concept of commons governance was developed by the late Nobel laureate, Elinor Ostrom, in the context of natural resources and later extended to a wide variety of shared resources and domains. One of such extensions has been the scholarly recognition of a “knowledge commons” —“the institutionalized community governance of the sharing and, in some cases, creation, of information, science, knowledge, data, and other types of intellectual and cultural resources.” Brett M. Frischmann, Michael J. Madison & Katherine J. Strandburg, Governing Knowledge Commons, in Governing Knowledge Commons (Brett M. Frischmann, Michael J. Madison & Katherine J. Strandburg eds., 2014), at 3.
the European GDPR, which applies to any “natural or legal person, public authority, agency or other body which processes personal data.”

So far, the idea of a commons-based governance of big data has been primarily discussed in the context of scientific collaborations. Such a commons has been defined as “disparate and diffuse collections of data made broadly available to researchers with only minimal barriers to entry.” Responding to calls for increased international scientific collaboration, several expert bodies have developed high-level principles for transborder data sharing, which would apply to anonymized data collected by various public institutions (e.g., tax returns, medical records, standardized tests, and more). Lowering or eliminating barriers of access to such data for research purposes is clearly necessary for the global pursuit of knowledge and development of scientific ideas. But time may have arrived to proceed further. Given the breadth and depth of data aggregated on information platforms and the potential societal benefits of user-generated data that have been accumulated on data platforms, limiting a “global data commons” to scientific purposes only seems to be overly narrow and restricting.

Importantly, the idea of a global data commons abandons the adversary stance of current regulatory approaches. Instead of treating data platform companies as hostile entities that should be approached with suspicion, it regards them as collaborators. After all, adverse and discriminatory impacts of algorithmic decision-making are not in the best interests of data platforms companies. Rather, an open-minded collaboration between data platforms and external stakeholders could be in the mutual interests of all the involved parties. If designed properly, it can contribute to the public good without jeopardizing legitimate market interests of data platform companies, and without impinging the privacy rights of platform users.

114. GDPR, supra note 28, art. 4(8) (definition of “processor”). For a definition of “data processing,” see the text supra note 28.
117. Facebook, for instance, lost 6% of its shares value in the wake of the Cambridge Analytica scandal. See, e.g., Lucinda Shen, Why Facebook Suddenly Shed $35 Billion in Value, FORTUNE (Mar. 19, 2018), https://perma.cc/QNH3-WKHB.
B. The Spectrum of the Global Data Commons

Treating user-generated data as a commons regime is far from suggesting a full "open access" system. Under a commons regime, platform companies, governments, private associations or firms, researchers, and private individuals would all hold well-defined but distinct access and usage rights over specific portions of user-generated data.\(^\text{118}\) To derive public value out of this data, while protecting the legitimate commercial interests of data platforms and the privacy of data users, the commons regime should offer a spectrum of access and usage modalities. These modalities would have to tilt a balance between the public value gained from access to data, the platform companies’ legitimate commercial interests, and the need to protect users’ privacy.

Such a system can be structured as follows. Platform companies would retain their current management rights over user-generated data that is shared on their platforms. Private individuals may have access and usage rights over their own data, similarly to the current legal regulation in Europe. Non-governmental organizations, watchdogs, researchers, journalists, teachers, and any other professionals may obtain "authorized access and usage" rights that reflect the different data sharing modalities.

The Article suggests considering five sharing modalities, ranging from the most restrictive access rules to the most permissive ones. Decisions on which sharing modality is chosen for each data sharing initiative would need to be taken on a case by case basis, in a collaboration among data platform companies, their users, and policymakers.\(^\text{119}\) The five proposed modalities are outlined below, along with examples on how these modalities have already been put into practice by some data platform companies. These examples refer to positive, yet sporadic practices. The Article contends that these practices shall be turned into a general policy.

1. Sharing Internal Data Analysis

At the most restrictive end of the data commons spectrum, data platforms may analyze their own data and publicly share insights generated from their internal research, but refrain from sharing the data itself. By

\(^{118}\) See generally UNDERSTANDING KNOWLEDGE AS A COMMONS 125 (Charlotte Hess & Elinor Ostrom eds., 2007).

\(^{119}\) See infra Part IV.C. on implementation arrangements.
choosing this modality, the company ensures that its data is kept private and secure and avoids external scrutiny. In this pathway, data platforms may either release insights that emerged as a byproduct of their regular business practices, or purposefully bring external researchers into their networks and grant them strict data access permissions. These partnerships may be task-specific or involve lasting and regular access privileges.

Several data platform companies have engaged in this practice in the past years. For instance, the Mastercard Center for Inclusive Growth’s Donation Insights reports have leveraged Mastercard’s anonymized and aggregated transaction data to learn more about the trends in philanthropic donations, such as when donations increase or what types of organizations benefit from donations. These insights can help philanthropic organizations better understand various trends in public giving.

While Mastercard undertakes its research internally, Facebook has opted for engaging external researchers. As part of its CommAI Visiting Researcher Program, Facebook invites researchers from universities and labs to visit its facilities, collaborate on machine learning research, and produce publications and open-source code. This research is intended to advance the state of the art in the field of machine learning, as well as improve Facebook's internal algorithms and data analytics processes. A similar Google Visiting Faculty Program allows researchers to visit Google, collaborate with Google’s researchers and tap into the company’s resources, and publish new findings based on Google’s data.

This modality of data sharing is restrictive and enables the data platform company to retain full control both over the data and the results of the data analysis. But even in its current format, this level of data access can provide external researchers with opportunities to inspect some of the data accumulated by platform companies and come up with potentially valuable insights. For instance, if prior research identified discriminatory


algorithmic outputs of Google’s AdSense that offer men and women different ads or images, Google can either conduct its own research to understand whether and how these algorithmic outputs could be neutralized, or grant trusted external researchers strict data access and usage rights and invite them to scrutinize the algorithm’s code.

This limited access approach can serve as a first step towards more flexible data sharing modalities, or enable data access in particularly sensitive cases, in which data platform companies are particularly reluctant to relax control.

2. Releasing Targeted Data

The most common sharing modality pursued by platform companies is the release of targeted data that can help address a concrete social problem or cope with an emergency. This pathway typically consists of two options: sharing data with trusted partners to address emergencies or other public challenges, and carrying out competitions that invite qualified applicants to develop new apps or discover innovative data uses.124

The trusted partnerships option has proven particularly valuable in the context of public emergencies because platform companies are often uniquely positioned to rapidly capture and process signals sent by their users. As an example, Facebook’s Disaster Maps initiative provides partner organizations with three types of aggregated and de-identified maps immediately following a natural disaster125: (i) Location density maps that offer aggregate information regarding people’s location shifts immediately before, during, and after a natural disaster, thus helping rescue organizations better understand disaster-affected areas; (ii) Movement maps between neighborhoods or cities following a disaster, which shed light

124. Yelp Consumer Protection Initiative, GovLab, https://perma.cc/JEG9-QBBY (archived June 29, 2019). Interestingly, in some cases data platforms can be on the recipient end of user-generated data. For instance, Yelp collaborates with the investigative journalism organization ProPublica to incorporate data that the latter collects on health care statistics and consumer opinion survey data. This data informs the Yelp business pages of more than 25,000 medical treatment facilities. Id.

125. Molly Jackman, Using Data to Help Communities Recover and Rebuild, Facebook Newsroom (June 7, 2017), https://perma.cc/ZVL2-6THU (“Facebook can help response organizations paint a more complete picture of where affected people are located so they can determine where resources—like food, water and medical supplies—are needed and where people are out of harm’s way.”).
on common evacuation routes or predict traffic congestions; and (iii) Safety Check maps, which rely on self-reporting by Facebook users who can use the platform’s Safety Check feature to mark themselves as safe following the disaster. Each of the maps seeks to strike a balance between the necessity to provide sufficiently granular information to rescue organizations and the need to protect individual privacy and thus avoid revealing any personally identifiable data points.126

Initiatives to share location and mobility information have also been adopted by several telecommunications companies, which agreed to share with partner organizations and researchers aggregated call data records. These records include a caller’s identity, the time of the call, the phone tower that handled it, and the number called. For instance, Safaricom, the leading mobile service provider in Kenya, shared with researchers de-identified data from 15 million cell phone users in Kenya.127 They used the data to visualize the dynamics of human carriers of malaria and distinguish between regions that are respectively sources and sinks of this disease. The research revealed, for instance, that many cases of malaria in Nairobi did not actually start in that city but were carried there from elsewhere. The data also helped identify locations that had the highest probability of spreading the disease, thus enabling health workers to prioritize their efforts. Call data records shared by mobile service providers with trusted researchers were used in a similar manner to characterize human mobility during floods128 or earthquakes.129 In fact, the assumption that targeted

126. Paige Maas et al., Facebook Disaster Maps: Methodology, FACEBOOK RES. (June 7, 2017), https://perma.cc/74KK-36GF. Another related initiative that Facebook has been engaged in is to share its population density data with Red Cross’s Missing Maps—a project that aims to improve mapping data for at-risk communities. Facebook donates data related to computer visioning and satellite imagery, helping Missing Maps fill in gaps in their work. See Missing Maps, GovLAB, https://perma.cc/T2HE-5998 (archived June 29, 2019).

127. The mobile provider enjoys a market share of 92% of mobile subscriptions in the country. See Amy Wesolowski et al., Quantifying the Impact of Human Mobility on Malaria, 338 SCIENCE 267 (2012); Amy Wesolowski et al., The Use of Census Migration Data to Approximate Human Movement Patterns Across Temporal Scales, 8 PLOS ONE e52971 (2013).


129. Benyounes Moumni, Vanessa Frías-Martínez & Enrique Frías-Martín, Characterizing Social Response to Urban Earthquakes using Cell-Phone Network Data: The 2012 Oaxaca Earthquake, PROC. 2013 ACM CONF. ON PERSVATIVE & UBQUITOUS COMPUTING,
releases of cell phone location data can help address emergencies has become so widely ingrained that a media outcry has ensued in the wake of the Ebola epidemic in 2014 against government agencies and rescue organizations for not using call data records.\textsuperscript{130}

Targeted data releases to trusted partners can also be undertaken in non-emergency contexts. Mastercard, for instance, has granted access to some of its data to Harvard researchers to explore issues such as the impact of tourism on emerging economies\textsuperscript{131} and the role of knowledge exchange between countries.\textsuperscript{132} Uber shares aggregated and anonymized mobility data with city planners and officials to help inform urban policies and make transport in cities more efficient.\textsuperscript{133}

Data platform companies do not necessarily need to predetermine how their data would be used or what problems its use could address. Rather, they can generate incentives for partners to develop innovative uses and applications of specific subsets of their data. Yelp holds an annual competition, as part of which it releases a dataset and invites students "to conduct research or analysis on our data and share their discoveries with us."\textsuperscript{134} Yelp attests that this competition, now in its thirteenth iteration, has generated hundreds of academic papers that rely on its datasets.\textsuperscript{135}

Data platform companies that hold such competitions typically undertake a range of measures to de-identify the data and protect the privacy of their users. For example, Orange Telecom, an African communications company, hosted a competition in 2013 that allowed researchers to brainstorm ideas on how to use its data to solve problems related to transportation, health, and agriculture.\textsuperscript{136} Notably, the data was

\begin{itemize}
\item \textsuperscript{1199} (Sept. 8-12, 2013), https://perma.cc/LTJ2-Q8M4.
\item \textsuperscript{131} \textit{The Economic Impacts of Foreign Tourism}, MASTERCARD CTR. FOR INCLUSIVE GROWTH (June 17, 2016), https://perma.cc/9LPQ-SQZ2.
\item \textsuperscript{133} \textit{Uber Movement}, GOVLAB, https://perma.cc/KFG9-TPSC (archived June 29, 2019).
\item \textsuperscript{134} \textit{Yelp Dataset Challenge}, YELP, https://perma.cc/4P42-FCUQ (archived June 29, 2019).
\item \textsuperscript{135} \textit{Id.}
\item \textsuperscript{136} McKeever et al., \textit{supra} note 120. Researchers received an initial description of
de-identified by Orange’s local subsidiary, and antennae locations were blurred “to protect Orange’s commercial interests.”

This enabled researchers to map and track mobility and communication network activity without knowing the names of the users in question.

These different data sharing approaches share a common feature—the data platform retains full access and control of the raw user-generated data and to its algorithms. Researchers, rescue organizations, or competition participants only have access to data subsets that the data platform decides to release and can only use the data in line with the data platform’s conditions and restrictions. Facebook’s newest initiative is similar, inviting researchers to explore the role of social media in a democracy by investigating specific subsets of its data. The challenge and the corresponding scope of the data release are determined by the data platform, but external stakeholders may get a significant level of access. These stakeholders scrutinize the data in order to address pressing social challenges. A similar approach could be employed to investigate algorithmic decision-making and adverse algorithmic outputs.

3. Data Pools

Under the previous data sharing modalities, platform companies retained full control over the data they released to trusted partners. The data pools model relaxes this assumption. A data pool is a horizontal partnership between two or more companies or organizations that agree to share and analyze each other’s data, and help fill knowledge gaps while minimizing duplicative efforts.

The idea of pooling resources to facilitate collaborative access and usage has been tested in a closely related area—access to patents. Michael Mattioli shows that large patent holders often form patent pools—an agreement by

the data, then sent in abstracts on the basis of which they received four datasets. The datasets showed traffic between antennae, movement trajectories for a large group of phone users referenced by antenna location, movement trajectories according to country administrative regions, and communication network details for a group of users.


139. See supra notes 1 and 3, and accompanying text.
two or more patent holders to aggregate and share their patents by cross-licensing under a unified agreement at a standard rate.\textsuperscript{140} A central administrator typically licenses the collected patent rights, collects royalties, and distributes those sums to the patent holders according to some predetermined formula. Rather than searching for relevant patent holders and negotiating a series of licenses, prospective licensees (typically inventors and researchers) can simply approach a single pool of patents for a license offered at a standard rate. This practice has routinely conserved vast transaction costs within technology markets.\textsuperscript{141}

Mayer-Shönberger and Cukier foresee a similar dynamic in the user-generated data domain, arguing that “we’ll see the advent of new firms that pool data from many consumers, provide an easy way to license it, and automate the transactions.”\textsuperscript{142} To facilitate data access and analysis, various formats of data-sharing pools may be considered as a joint initiative of several platform companies, or as a collaboration among platform companies, government entities, and research institutions.\textsuperscript{143}

One example of a data pool is a collaboration between Esri, a global mapping company, Waze, a community-based traffic and transport app, and municipal governments that can access real-time traffic data provided by the two companies. As part of the pool, municipal governments share through Esri real-time construction and road closure data, and in exchange Waze shares its community-collected traffic data. All three parties benefit

\textsuperscript{140} Mattioli, supra note 106. See also Robert P. Merges, Institutions for Intellectual Property Transactions: The Case of Patent Pools, in EXPANDING THE BOUNDARIES OF INTELLECTUAL PROPERTY: INNOVATION POLICY FOR THE KNOWLEDGE SOCIETY 123, 129-30, 132, 144 (Rochelle Dreyfuss et al. eds., 2000); Carl Shapiro, Navigating the Patent Thicket: Cross Licenses, Patent Pools, and Standard Setting, in 1 INNOVATION POLICY AND THE ECONOMY 119-50 (Adam B. Jaffe, Josh Lerner & Scott Stern eds., 2001). Pooled patents are typically available to all members of the pool for free and to nonmembers on standard licensing terms. Frischmann et al. cite the example of a patent pool facilitated by the Manufacturers Aircraft Association (MAA), formed in 1917. As a result of the U.S. government’s urgent need for airplanes during World War I, it facilitated an agreement between the MAA and other airplane manufacturers, through which the manufacturers agreed to cross-license the patents to one another on a royalty-free basis. See Brett M. Frischmann et al., supra note 113, at 3.

\textsuperscript{141} Mattioli, supra note 106.

\textsuperscript{142} MAYER-SCHÖNBERGER & CUKIER, supra note 31, at 147-48.

\textsuperscript{143} For an example of one such initiative, see Peter Lee, Toward A Distributive Commons in Patent Law, 2009 Wis. L. REV. 917, 990 (2009) (describing a joint effort between the Icelandic government and a private company in the 1990s to build a database of clinical records, DNA, and family histories for the entire country).
as a result of their participation in the data pool because it enables them to easily obtain data that would otherwise be inaccessible to them.\textsuperscript{144} Another example of a multi-partner data pool is the California Data Collaborative—a joint effort among a coalition of water utilities, cities, and water retailers that seek to create an integrated, California-wide platform for water policy and operational decision making.\textsuperscript{145}

Data pools can be organized along a continuum ranging from the most to the least centralized\textsuperscript{146}: under a fully centralized model, data from various sources is aggregated in a single database; an intermediate distributed model contains a central access portal, through which data that is maintained in different locations can be accessed; under a fully distributed model, data repositories are not technically integrated, but share a common legal and policy framework that allows access on uniform terms and conditions; and under a “noncommons” model, data repositories are fully disaggregated and lack technical and legal interoperability. As the data-sharing model is more centralized it also becomes more user-friendly, as it enables users to easily obtain data in compatible formats. At the same time, such models are more difficult to implement due to legal and technical interoperability obstacles.

Accordingly, data pools facilitated by platform companies may vary in their degree of centralization, interoperability, and data anonymization and processing. Some of them may only enable exclusive access to a select group of organizations and researchers that sign strict confidentiality agreements, and thus data anonymization may not be necessary. Others may be open to a broader range of stakeholders, but only contain data that does not raise privacy concerns.

So far, institutionalized data sharing initiatives among platform companies have been relatively rare. However, given the proliferation of data platforms in different areas and the value derived from the combination of distinct data sources,\textsuperscript{147} data pools could turn into an attractive opportunity—for both public and commercial purposes. In the

\begin{footnotesize}
\begin{enumerate}[\textsuperscript{144}]  \item Esri and Waze Open Data-Sharing for Governments, GovLab, https://perma.cc/KFG9-TPSC (archived June 29, 2019).
  \item California Data Collaborative, https://perma.cc/3JWA-VHUB (archived June 29, 2019).
  \item Jorge L. Contreras & Jerome H. Reichman, Sharing by Design: Data and Decentralized Commons, 350 Science 1312 (2015).
  \item See sources cited supra note 107.
\end{enumerate}
\end{footnotesize}
context of algorithmic decision-making, data pools may create a safe space, where platform companies and independent partner organizations could identify problematic algorithmic outputs, scrutinize and compare algorithmic performance, experiment with different operation modes, and generally collaborate on common issues of concern.

4. **Granting Access to Public Actors**

The three data sharing modalities outlined above share a common starting point: data platform companies release data under specific conditions to trusted partners. The idea of sharing data more openly or with a broader range of stakeholders is typically met with anxiety by data platform companies—such level of access may imperil the privacy of data contributors and contributions, impair the competitive market advantage of data platforms, weaken their business models, and eventually disincentivize them from aggregating user-generated data in the first place.

One way to open up data, but avoid meddling with privacy and business incentives concerns, is to provide generous data access to a trusted and independent external party. Independent government agencies are well positioned to fulfill this function. The professional independence of statistical offices and their longstanding experience in dealing with personal and confidential data assure that user-generated data would be treated with proper care, caution, and discretion.

The proposal of granting public actors (and in particular national statistical authorities) with access rights to privately-held data has recently been considered in the European Union. The “Communication on Building a European Data Economy,” adopted by the European Commission in January 2017, puts forward a proposal that “[p]ublic authorities could be granted access to data where this would be in the ‘general interest’ and would considerably improve the functioning of the public sector, for example, access for statistical offices to business data, or the optimization of traffic management systems on the basis of real-time data from private vehicles.”

148 This proposal follows the logic of the French Digital Act,
enacted in 2016, which grants statistical authorities the right to access, under certain conditions, privately-held data that can be valuable for public purposes (dubbed “public interest data”).

As a model, granting access to public actors is different from the data sharing modalities discussed above. It is no longer the private data platform company that decides what portions of its data would be released, to whom, and under which conditions. It is rather the national regulator who mandates the release of certain data under conditions specified in the law. This model is naturally more intrusive and precarious for the data platform companies. To alleviate the concerns of these private actors, the European Statistical System emphasizes “the longstanding experience of statistical offices in processing confidential or sensitive data as well as the existence of a comprehensive set of rules and measures . . . can provide the necessary assurance that the further re-use by statistical authorities of machine-generated data will not undermine the existing rights of the private data-holders.”

A similar approach could be considered in the United States, at least with respect to specific types of user-generated data that have an unequivocal public-interest component. For instance, in the context of scoring algorithms that determine individual credit scores or eligibility for certain benefits, Citron and Pasquale suggest that expert technologists from the FTC or FCC could be granted access to private scoring algorithms “to test them for bias, arbitrariness, and unfair mischaracterizations.” This approach could be extended to enable independent government agencies or watchdogs with access to data that can clearly serve the public interest—for instance, aggregated individual mobility data from a disaster-affected area or messages related to elections. Such access would enable the government to swiftly respond to public emergencies, as well as investigate cases of adverse social impacts of algorithmic decisions in politically


sensitive cases (such as, for instance, Cambridge Analytica’s scandal or allegations related to Russia’s interference into US elections).

5. Open access

The most permissive pathway on the data commons spectrum is an open access regime, as part of which the data platform company provides free, public, and uncertified access to portions of its user-generated data. This modality creates room for any person to access, analyze, interpret, and re-share the data. The data may still be anonymized and aggregated to protect privacy.

Data platform companies are typically reluctant to share the user-generated data they accumulate without strict access control measures. An open access regime is thus challenging in this context. However, data platforms at times find this regime useful to their own objectives. For instance, all messages posted on Twitter ("tweets") are public by default, unless the user decides to actively protect them.152 Twitter gives (and in some cases sells) private developers access to public tweets through Twitter’s public Application Programming Interface (API) that includes various “premium” plans.153

Contrary to other access modalities, Twitter’s open access regime only restricts the time frame of its data releases: a sample of the public Tweets published in the past 7 days is accessible for free; and access to all public Tweets published on the platform since 2006 is available for a premium or enterprise fee.154 Beyond setting out these general conditions, Twitter does not play any active role in defining how its data is used, for what purposes, or by whom.

Twitter’s open access API has already been leveraged in a range of international initiatives to better understand the needs and concerns of global communities. In September 2016, the United Nations Global Pulse project155 announced that it would be working with Twitter “to support

---

153. About Twitter’s API, Twitter Help Ctrl., https://perma.cc/H329-WDH2 (archived June 29, 2019). Data generated by private Twitter accounts is not shared through the public API.
154. Id.
efforts to achieve the Sustainable Development Goals.” The rationale for this engagement has been that

“every day, people around the world send hundreds of millions of Tweets in dozens of languages. This public data contains real-time information on many issues including the cost of food, availability of jobs, access to health care, quality of education, and reports of natural disasters. This partnership will allow the development and humanitarian agencies of the UN to turn these social conversations into actionable information to aid communities around the globe.”

As part of the partnership, Twitter reportedly provides the UN Global Pulse with open access to its public API and data analysis tools. Taking advantage of these access rights, the UN Global Pulse used the visualization technique of “word-clouds” to build a Twitter-based crisis monitor that indicates how people are impacted by food prices in Indonesia. These word-clouds get their specific visual shape by balancing human and algorithmic inputs in the data processing. Initially, the UN used experts to “train” the algorithm to recognize specific themes and emotions. However, to handle the speed of data, these word-clouds are then shaped by an automated algorithmic recognition of patterns in the semantic content of tweets. This approach allows UN Global Pulse to transform real-time data feeds from Twitter’s open access API into word-clouds, semantic clusters, and color-coded topics.

As part of a different initiative, the UN Global Pulse and the UN Millennium Campaign launched a social media monitor of priority topics

June 29, 2019). The project, launched by the Executive Office of the United Nations Secretary-General in 2009, is “based on a recognition that digital data offers the opportunity to gain a better understanding of changes in human well-being, and to get real-time feedback on how well policy responses are working”

156. Anoush Rima Tatevossian, Twitter and UN Global Pulse Announce Data Partnership, UNITED NATIONS GLOBAL PULSE BLOG (Sept. 23, 2016), https://perma.cc/83LN-4KQC.

157. Id.


related to the Post-2015 development agenda, aiming to provide real-time insights on developmental challenges that concern individuals around the world.\textsuperscript{160} The monitor relied on a taxonomy of approximately 25,000 terms in English, French, Spanish, and Portuguese that are related to sixteen key development topics, and then filtered Twitter’s open API for posts that include these terms. Using the keyword taxonomy, over 295 million tweets about the sixteen Post-2015 SDGs topics were extracted from over 45 million individual Twitter accounts. A world map visualization was then created to show the twenty countries that have proportionately tweeted most about each of the sixteen Post-2015 topics.\textsuperscript{161} User-generated data that has been made accessible through Twitter’s public API was also used by researchers to spot the dissemination of diseases.\textsuperscript{162}

The promise of the open access modality for collaborative explorations of algorithmic process is unequivocal. Twitter’s case is illustrative in this respect—it fueled the UN Global Pulse project and also provided the underlying data for countless academic studies.\textsuperscript{163} Similar initiatives by other data platform companies could open to the world a trove of data that could be invaluable for addressing a variety of societal challenges, as well as

\textsuperscript{160} UN Global Pulse, \textit{Using Twitter to Understand Post-2015 Global Development Priorities}, (Global Pulse Project Series no. 6, 2014), https://perma.cc/7FPA-AHNS.

\textsuperscript{161} “For example, Indonesia is one of the top countries that tweeted most about ‘better transport and roads,’” reflecting the urgent need to address its “saturated transport infrastructure.” \textit{Id. at} 1.

The visualizations often corresponded with political or development related events. When the Parliament of India passed the Food Security Act, also known as the Right to Food Act, in September 2013, discussion on Twitter increased by almost 300% in the month leading up to Parliament’s decision. In Portugal, the outlying topic was jobs, as unemployment rose to a high of 15-17% from 2012-2014. In Spain, people tweeted most about government, with the volume of tweets doubling in November 2014 due to corruption scandals. \textit{Id. at} 2.

\textsuperscript{162} In the field of epidemiology, Chunara et al. have described how Twitter posts were used to spot relevant signals of disease in the 2010 Haitian cholera outbreak two weeks before data from “official” sources became available. Rumi Chunara, Jason R. Andrews & John S. Brownstein, \textit{Social and News Media Enable Estimation of Epidemiological Patterns Early in the 2010 Haitian Cholera Outbreak}, 86 AM. J. TROPICAL MED. & HYGIENE 39. See also Joshua Ritterman, Miles Osborne & Ewan Klein, \textit{Using Prediction Markets and Twitter to Predict a Swine Flu Pandemic}, \textit{Proc. 1st Int’l Workshop on Mining Soc. Media} 9 (2009) (employing a similar approach to predict the spread of swine flu pandemic).

understanding (and monitoring) otherwise hidden patterns of algorithmic operation.

***

In sum, the different sharing modalities showcase how user-generated data can be useful to address a variety of urgent social problems, while granting data platform companies various degrees of control over the data. This section illustrated cases in which data platforms have already engaged in sharing their data with a range of external stakeholders. Nowadays, these are primarily sporadic initiatives that are undertaken according to the company’s discretion for a variety of company-specific reasons and objectives. Some companies have agreed to open up access to their data in response to public criticism, others may be willing to share data to gain positive publicity, and yet others view data releases as part of their general social responsibility or as an income generating activity.

This Article suggests turning these initiatives into a coherent and systematic data sharing policy. Data platform companies should be required or encouraged to provide external stakeholders—government agencies, international organizations, businesses, researchers, journalists, or curious individuals—access to user-generated data under one of the data sharing modalities. The choice of the most appropriate modality can be determined on a case by case basis. Ideally, it would be done in collaboration between the company and the external data-seeking stakeholders, but it could also be determined based on the company’s preferences or the regulator’s demands.

The next sections discuss the implementation arrangements that should be considered in order to implement the data commons proposal into practice.

C. Regulatory Measures & Incentives

The recognition of a “global commons” regime would naturally impose on data platform companies operational costs, related to the need to de-identify data, structure it, make it available in standard formats, regularly update, etc. Similarly to other cases of “common property” regimes, some of these costs may be borne by large institutional data users (e.g., research universities that sign up to the data pools), but some of them would need to be internalized by the platform companies.
Data platform companies are not likely to welcome such costs. They are known to adamantly oppose any attempts for regulatory intervention in their affairs, and spend “record sums” on corporate lobbying to avoid such regulation. The question of how to implement a global data commons regime thus becomes central. Implementation arrangements could range from direct regulation to softer, collaborative and consent-based methods. Both approaches are delineated below.

1. *Sticks: Invoking the Public Utilities Doctrine*

Imposing on data platforms the requirement to share access to user-generated data may be justified on the grounds of their *de facto* functioning as “public utilities.” In the common law tradition, courts developed the “public utility” doctrine to ensure that industries, which provide goods and services that are considered essential to the public, offer such services “under rates and practices that [are] just, reasonable, and non-discriminatory.”

Industries that qualify as public utilities typically meet a double condition: they are considered a “natural monopoly,” and are “affected

---

164. Solon & Siddiqui, *supra* note 100 (noting that the “main areas of concern [for infomediaries] include the threat of looming action over anti-competitive practices, anything that might lead to higher taxation, net neutrality and privacy”).


166. Joseph D. Kearney & Thomas W. Merrill, *The Great Transformation of Regulated Industries Law*, 98 COLUM. L. REV. 1323, 1331 (1998). The terms “public utility” and “common carrier” overlap and are sometimes used interchangeably. “Common carrier” refers to publicly accessible entities charged with transporting people, goods, or communications from one point to another for a fee. Common carriers historically faced liability for losses and were required to make their services available to all similarly situated customers on equal terms. See Susan P. Crawford, *Transporting Communications*, 89 B.U. L. Rev. 871, 878 (2009).

167. For the purposes of identifying a utility, the firm is considered to be a natural monopoly if it “cannot be operated with efficiency and economy unless it enjoys a monopoly of its market.” JAMES C. BONBRIGHT, PRINCIPLES OF PUBLIC UTILITY RATES 11 (1961). There can be no close substitutes for the natural monopoly’s product or service, and there must be barriers to entry so that the natural monopoly’s status persists over time. See also generally JAMES C. BONBRIGHT, ALBERT L. DANIelsen & DAVID R. Kamerschen, PRINCIPLES OF PUBLIC UTILITY RATES (1988).
with public interest.” 168 Classic examples include electricity or water industries, which provide their services over a distribution network that they own and operate. 169 As K. Sabeel Rahman explains, the common thread in the public utility discourse is the need to ensure collective, social control over vital private industries that provided foundational goods and services on which the rest of the society depends. 170 The extraordinary economic dominance of monopolistic companies that provided socially necessary services generated the threat of exploitative consumer practices and discrimination. The public utility model offered a way to check—and curb—this form of private power. Courts acknowledged that such firms are quasi-public in character, even if they are formally privately owned. As quasi-public entities, courts imposed on utility companies obligations of a “stricter duty of care,” because they had “implicitly accepted a sort of public trust.” 171

In the 21st century, this logic can be extended to the dominant data platforms, 172 which increasingly function like infrastructures: “embedded, largely invisible, often taken-for-granted, highly standardized systems for

---


169. See Thomas B. Nachbar, The Public Network, 17 COMM. LAW CONSPECTUS 67, 108 (2008) (“[P]ublic utilities . . . are integrated firms that provide both a commodity and the network over which it is carried . . . .”). Title II of the Telecommunications Act of 1996 adapted traditional concepts of public utility to the new telecom reality, seeking to sustain the balance between universal access and market competition by imposing public utility requirements on telecom services. Telecommunications Act of 1996 § 201, 47 U.S.C. § 201 (2012). The Act included the requirements to equally serve all comers, request just and reasonable rates, prohibit unjust or unreasonable discrimination, and establish physical connections with other carriers. Id. The Act also empowered the FCC with broad authority to oversee the industry, investigate complaints, and enforce these obligations. See 47 U.S.C. §§ 204, 205, 208, 215.


172. In the context of the network neutrality debate, scholars have advocated to impose such obligations on internet service providers more generally. For instance, Crawford argues that “High-speed Internet access services are the functional, modern-day equivalent of these earlier networks [of telegraph and telephone services] and must plainly be included in [the common carriage] conceptual framework.” Susan Crawford, First Amendment Common Sense, 127 HARV. L. REV. 2343, 2369 (2014). Nachbar contends that “it should be self-evident . . . that modern communications networks like [those providing access to the Internet are prototypical candidates for the imposition of traditional non-discriminatory access obligations.” Nachbar, supra note 169, at 113.
Data platforms nowadays function as marketplaces, public squares, or clearinghouses. These platforms link producers and consumers of goods, services, and information, and the benefits of the platform to its users depends on its consolidated control and network effects. However, these benefits are in fact a double-edged sword—the concentration of control over the platform also creates additional vulnerabilities, as platform companies can exploit the vast amounts of data it collects about its users. Such platform power raises precisely the types of concerns to which historic public utility reformers were attuned to. Unlike public transportation or gas companies these platforms do not necessitate a public franchise for their operation. But they do reflect the two core conditions that historically triggered a public utility recognition—monopoly-like status and high social dependence.

First, information platforms can be functionally analogized to natural monopolies. Traditional natural monopolies like water, electricity, or communications infrastructure typically involve high sunk costs, high barriers to entry, and increasing returns to scale. Dominant platform companies have a market status that is difficult to circumvent: the significant network effects of a consolidated data platform yield similar increasing returns to scale, high entry barriers for competitors, and thus a likelihood towards either concentration among a few private providers on the one hand, or under-provision of the good in a more fragmented industry on the other.¹⁷⁴


¹⁷⁴. Some scholars contend that the monopoly condition is not critical for the recognition of a “public utility.” For instance, Susan Crawford argues that with regards to the regulation of telegraph and telephone companies, “implementation of [the common carriage and public utility] concepts is justified not because of the market power of the actors (after all, inns in olden days and taxis today are both common carriers even though they do not hold monopolies) but because of the status these categories of entities occupy.” Crawford, supra note 172, at 2368; see also Brief of Amici Curiae Reed Hundt, Tyrone Brown, Michael Copps, Nicholas Johnson, Susan Crawford, and the National Association of Telecommunications Officers and Advisors in Support of Appellee at 27 n.8, Verizon v. FCC, 740 F.3d 623 (D.C. Cir. 2014) (No. 11-1355) (“While mature threats to competition can be important reasons for imposing antidiscrimination or equal access obligations, they are not constitutionally required prerequisites.” (internal quotation marks omitted) (citing Heart of Atlanta Motel, Inc. v. United States, 379 U.S. 241, 257 (1964)); Nachbar, supra note 169, at 97 (“Not only does the market power theory face historical problems, but it also faces jurisprudential ones. The early history of common carrier regulation is devoid of any mention of monopoly, nor is
The second condition is social necessity. Just, fair, and equal access to information and connectivity services are an essential component of modern life, and a discriminatory provision of such services would magnify socioeconomic disparities and inequalities of opportunity. The dominant data platforms shape the distribution of and access to news, ideas, and information upon which our economy, culture, and increasingly politics depend. This clearly creates vulnerability among users who could be excluded from access, or more disturbingly, may be consuming a tainted or manipulated information stream.

Against this backdrop, mandating data platform companies to commit to non-discrimination and equal access principles that were traditionally imposed on public utilities fully corresponds with their economic, social, and political status in modern society. Such an approach is particularly warranted given the variety of adverse societal impacts that result from algorithmic decision-making employed by these data platforms. A requirement to provide access and usage rights to (some of) their data to external stakeholders could be a first step in a larger regulatory reform that would recognize data platforms as public utilities under specific circumstances.

2. **Carrots: Invoking Financial and Social Incentives**

Invoking the public utilities doctrine to support the recognition of a global commons of data may signify a mindset shift in the legal approach to private data platform companies. For this reason, the practical implementation of this approach may be beset with difficulties due to the likely opposition of platform companies. As noted above, one of the benefits of the global data commons approach is that it may serve the interests of the data platform companies, and they may decide to collaborate with it voluntarily. Thus, proper incentives should be provided to these companies to encourage such voluntary collaboration.

The challenge of how to make private entities more socially or environmentally responsible and responsive is far from new. Rather than mandating a certain behavior, government policies may encourage platform companies to assume public obligations on a voluntary basis. For instance,
as noted by the OECD, "U.S. Government agencies, such as, for example, the Consumer Product Safety Commission, the Food and Drug Administration, and the Environmental Protection Agency, may set safety, health, and environmental requirements designed to protect the public, but they rely upon voluntary consensus standards, where possible, to meet their regulatory objectives." Such voluntary behavior may be encouraged, for instance, through financial incentives or corporate social responsibility (CSR) initiatives.

Financial incentives can take a variety of forms. For instance, since 2007, the FDA has been offering drug companies that agree to contribute health data to a patent pool "Priority Review Vouchers," which significantly reduce the time necessary to bring a drug to market. Mattioli suggests that a similar possibility could be for the United States Patent and Trademark Office (USPTO) to offer a fast-track to patent applicants who claim new innovations derived from data pools, thus incentivizing platform companies to participate in data pools and provide access to data to researchers. In a similar vein, the National Institute for Health and other federal agencies that provide research grants could impose stricter data-sharing requirements on grant recipients and, importantly, greater penalties for failure to adhere to such policies. Yet another policy intervention could focus on reducing the risk of liability that data holders face for inadvertent disclosure of personally identifying information.

Another form of incentive could consist of tax benefits. For instance, when Amazon looked for a new location for its second headquarters, which was expected to create 50,000 high-level jobs, more than 200 U.S. cities put in bids. These reportedly included generous tax break offerings from cities such as Newark, Maryland, and Philadelphia. While this approach may be criticized due to the enormous revenues of data platform companies, this approach can nonetheless be helpful to encourage public regarding data-sharing behavior.


178. Mattioli, supra note 106, at 47.

A range of “soft” approaches to encourage companies to behave in a public-regarding manner have been developed as part of the “corporate social responsibility” (CSR) agenda. Drawing on the CSR experience, an effective, non-costly, and non-controversial approach to encourage platform companies to grant access and usage rights to their data is to publicly praise data commons collaborators, and criticize those who do not wish to engage in data sharing. This “naming and shaming” function can be exercised by non-government institutions. For instance, the Reputation Institute publishes an annual ranking of “socially reputable companies,” which reflects companies’ performance in three categories: citizenship (support of “good” causes, positive societal influence, environmental responsibility); governance (openness, transparency, and ethical business behavior), and workplace (equal and fair treatment of employees). In 2017, Microsoft was ranked second in this index, and Google arrived third. Similar rankings could be developed to assess the data sharing performance of platform companies, and name and shame them accordingly.

D. Challenges

The recognition of a “global data commons” may generate a host of challenges. Mismanagement of user-generated data can inflict significant social damage—privacy abuses, identity theft, cybercrime, etc. Thus, the recognition of a global data commons does not only imply that access to user-generated data would simply be open under certain conditions. It also requires the introduction of special protection measures that would ensure data integrity and security. This Article does not imply that these challenges could be fully and satisfactorily addressed from the outset. Rather, it seeks to start a conversation on the role and value of user-generated data in our
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182. Id. at 22. LEGO Group was ranked first. Id.
society, and the range of hurdles that may be associated with opening access to this data to a broader range of stakeholders.

At this initial stage, it may be worth addressing three major hurdles that may be invoked to impede the implementation of this proposal: (i) potential violation of data privacy and protection; (ii) users’ consent that their data would be part of a commons regime and (iii) competitive considerations.

1. Addressing Privacy Concerns

One significant critique that can be levied against the usage of user-generated data by any external actor is that the privacy of individual users would be compromised. Sharing user-generated data may result in disclosing personally or demographically identifiable information, which may result in privacy or security abuses. This challenge is, however, not unique to the global data commons model. Selling user-generated data to third-party actors is deeply embedded into the business models of data platform companies. Voluminous scholarship has addressed this concern, highlighting cases in which platform companies and third-party actors violated the privacy of platform users, and examining measures that could be undertaken to prevent privacy abuses.183

In fact, a data commons that is managed according to clearly defined protocols could mitigate privacy abuses. Details on whether any privacy protection safeguards are embedded into data platforms’ transactions with third parties are hardly available to the public. Conversely, under the global commons regime each sharing modality would include concrete and well-publicized measures that would be undertaken to protect data privacy.
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These measures will primarily consist of data de-identification or “pseudonymization”—processing of personal data in such a manner that it can no longer be attributed to a particular data record without additional information.\textsuperscript{184} Such processing typically consists of purging data from elements that can identify specific individuals, such as full names, social security or passport numbers, etc. The 2016 EU Data Protection Directive has imposed pseudonymization requirements on all data processing undertaken by Member States.\textsuperscript{185}

After pseudonymization, data is no longer directly and easily identifiable, and can only be referred back to a specific individual when combined with other data and statistical analysis.\textsuperscript{186} Pseudonymization's rise can be seen as a response to technical advances. Full anonymization—purging of all identifiers so that no linking back to individuals is possible—often requires deleting much of the actual data in favor of tabulated results such as sums and averages. Pseudonymization thus offers a middle ground between directly identifiable personal data, which raises significant privacy concerns, and fully anonymized data, which prevents the full functioning of big data algorithms and thus undermines the business models of platform companies.\textsuperscript{187}

The handling of user-generated data by MasterCard provides a handy example of how privacy protection measures could look like. As part of the company’s Data Grant Recipients program, targeted data is released to universities and research institutions that conduct their research off-site.

\textsuperscript{184} GDPR, supra note 28, art. 4(5). The GDPR defines pseudonymization as “the processing of personal data in such a manner that the data can no longer be attributed to a specific data subject without the use of additional information, provided that such additional information is kept separately and is subject to technical and organisational measures to ensure that the personal data are not attributed to an identified or identifiable natural person.” Id.

\textsuperscript{185} GDPR, supra note 28, art. 83(1). Pseudonymization also appears to be a method of choice in the context of data protection by design and by default, id. at art. 23, data security, id. at art. 30, and as part of codes of conduct, id. at art. 38.

\textsuperscript{186} However, it is possible to envisage situations where even de-identified data may be sensitive as individuals can still be tracked as part of groups. In such situations, data that was initially aggregated for disease prediction can, instead, be used to track groups of political interest, such as separatists, smugglers, undocumented migrants, or dissidents. See Linnet Taylor, No Place to Hide? The Ethics and Analytics of Tracking Mobility Using Mobile Phone Data, 34 ENV’T & PLANK. D SOC’Y & Space, 319 (2016).

All the released data is scrutinized by MasterCard’s Privacy and Data Protection counsel, and participating research institutions are obliged to develop a procedure that guarantees the destruction of the data at the end of the project. The data is transferred to the researchers via a secure file transfer mechanism, and the researchers are requested to communicate with MasterCard on a quarterly basis. The collaboration between Telenor, a large telecommunications company, and Harvard Public Health researchers was more restrictive in terms of embedded privacy protection. The data provided by the company was de-identified by hashing and encrypting personal identifiers, and some portions of the data were aggregated. Harvard researchers worked with Telenor’s research department to identify the maximum spatial and temporal aggregation level for the data that would still make it possible to address their research questions.\footnote{The Telenor researchers aggregated the data to base-station level locally at the Pakistan affiliate’s offices, making it possible to move the data out of the country. At the firm’s Oslo headquarters, they then aggregated the data up another level owing to the concerns about business sensitivity, so that it showed movements of mobile phones not between base stations but between Tehsils, Pakistani administrative units below the province level. The Harvard team was then given access to the aggregated matrices, rather than the dataset itself. See Caroline O. Buckee & Kenth Engo-Monsen, Telenor Report 2/2016, Mobile Phone Data for Public Health: Towards Data-Sharing Solutions That Protect Individual Privacy and National Security (2016), https://perma.cc/6BPB-5PF2.}

While de-identification and aggregation of data clearly imposes costs on the data platform company, these expenses can be shared with the external stakeholders that get access to the data, or they can be subsidized by the government. Since the global data commons seeks to contribute to the achievement of societal objectives and help address public challenges, facilitating the protection of users’ privacy as part of the commons through public funding seems well-justified. Eligibility for such funding could be specified for different data sharing modalities, and based on the public value of specific initiatives and projects that will utilize the data commons.

2. Ensuring Users’ Consent

A different concern related to the global data commons proposal may be that it opens user-generated data for scrutiny by a variety of third-parties without obtaining the consent of these users. This concern is, in fact, equally applicable to the current data governance regime. The basic principles of copyright suggest that all user-generated data is owned by its creator—the
user. Data platforms formally acknowledge this logic, but require users that are interested in their services to accept a broad data usage license. The terms of this license are often remarkably broad. For instance, Facebook’s license for using the data created by its users provides a handy example:

You own the content you create and share on Facebook and the other Facebook Products you use, and nothing in these Terms takes away the rights you have to your own content. . . . To provide our services, though, we need you to give us some legal permissions to use that content.

Specifically, when you share, post, or upload content that is covered by intellectual property rights (like photos or videos) on or in connection with our Products, you grant us a non-exclusive, transferable, sub- licensable, royalty-free, and worldwide license to host, use, distribute, modify, run, copy, publicly perform or display, translate, and create derivative works of your content (consistent with your privacy and application settings). ¹⁸⁹

Legal ownership over data generated on data platforms remains with the user, but this right is often empty. Private data companies are virtually the only entities that have access to it and can make any use of it. Data platform users often do not even know what data is collected about them, let alone reap any social or economic benefits out of it. ¹⁹⁰

A global data commons regime may, in fact, rectify this situation. Platform companies that participate in the data commons may integrate within their "terms of use" a specific query on whether the user accepts that their data would be employed for public purposes with strict privacy protection measures. Companies may also ask their users ad hoc whether they are interested in contributing data to a specific research endeavor (e.g.,


¹⁹⁰ This sentiment has been clearly expressed by Sen. Jon Tester (D-Mont.) during the hearing held for Mark Zuckerberg, Facebook’s CEO, at the US House Committee on Energy and Commerce on April 10, 2018: "You said—and I think multiple times during this hearing—that I own the data. . . . That sounds really good to me. But in practice . . . you’re making $40 billion bucks a year on the data. I’m not making money on it. It feels like you own the data. . . . Could you give me some sort of idea on how you can really honestly say it’s my data. . . ." Transcript of Mark Zuckerberg’s Senate Hearing, Wash. Post (April 10, 2018), https://perma.cc/3ELQ-6GJ8.
by issuing notifications when the user logs into the platform). This approach is already part of the law in the European Union, as Art. 13 of the GDPR requires platform companies to inform their users of the categories of recipients with whom their data would be shared.¹⁹¹ Users may be similarly informed that their data may be used for research purposes.

Facebook's Data Policy, for instance, already includes such provision:

> We use the information we have (including from research partners we collaborate with) to conduct and support research and innovation on topics of general social welfare, technological advancement, public interest, health and well-being.¹⁹²

Other data platforms could follow a similar policy, and thus address potential concerns related to users' consent.

### E. Competitive Concerns

Data platform companies may object to the global data commons proposal as sharing their data may threaten their commercial interests or affect their competitive advantage. Smart and efficient data analysis is the core income source for these companies, and a policy that expects them to dilute this income source is, of course, ill-advised. A proper data commons regime should not, by any means, infringe the legitimate commercial interests of platform companies.

User-generated data is a peculiar resource: Its commercial and public-oriented uses can take place concurrently, without devaluing or adversely affecting each other. For instance, the core of Twitter's business model is to collect and analyze its users' data in order to provide these users with targeted and personalized ads, for which Twitter is paid by advertisers. This private, profit-oriented usage of user-generated data does not preclude other, public-regarding uses. The same pieces of data that fuel Twitter's targeted ads, can provide government authorities, organizations, and researchers with invaluable information regarding human behavior, as well as better understand potentially adverse decisions of Twitter's algorithms.

Similarly, individual location data that is accumulated by Waze, the online navigation and mobility platform, contributes to the business model
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¹⁹¹. GDPR, supra note 28.
of Waze as it allows the company to provide its users with targeted ads. But these same data points can contribute to the public good if they can help municipal authorities to attune traffic lights operation to the volume of cars that pass municipal junctions during the day. To achieve this objective, municipal authorities do not need to breach Waze’s commercial secrets, but rather gain access to some of Waze’s data.

Thus, the recognition of the public/private hybridity of user-generated data does not imply that data platform companies, which play a critical role in aggregating and processing their users’ data, would lose their commercial benefits and decision-making prerogatives. Rather, it signifies that user-generated data merits a special status and should be utilized for the public good. The spectrum approach proposed in this Article can allay companies’ concerns as they would have a significant stake in deciding how data would be shared, and how to protect their trade secrets. An overly restrictive approach can naturally diminish the value of the data to external actors, but it would still constitute an important first step. As noted above, the expenses associated with data sharing should not be borne by data platform companies only. They can be, at least partially, subsidized by government authorities, research institutions, and international organizations.

V. CONCLUSION

Data is commonly regarded as the 21st-century version of oil—an essential resource that fuels the entire global economy, much like oil has fueled the industrial economy of the 19th and 20th centuries. This Article argues that such a critical enabler cannot be accessed and managed by private entities for commercial purposes only. As it would be unthinkable to treat oil and gas as private resources that lack any public functions, it is equally inadequate to approach user-generated data in such a way. Rather, time has come to recognize the public value of user-generated data and open access to it.

Currently, Twitter, Waze, Facebook, or any other data platform company decides to share its data with external stakeholders based on its own priorities and considerations. But they are by no means obliged or expected to do so. The purpose of the global data commons regime is to
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systematically prompt companies to engage in such activities and provide
them with a variety of structured data sharing modalities that enable the
protection of privacy, legitimate commercial interests, and any other
considerations.

Contrary to other approaches that seek to curb the algorithmic power
of data platforms, the global data commons regime takes a positive,
collaborative, and incentives-based stance towards platform companies. It
seeks to work together with these companies to derive the highest possible
value out of the data that they have amassed to address a wide variety of
societal challenges, without infringing the legitimate interests of both
platform companies and their users.