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ABSTRACT

We demonstrate a proof-of-concept of a large language model conducting corporate lobbying related activities. An autoregressive large language model (OpenAI’s text-davinci-003) determines if proposed U.S. Congressional bills are relevant to specific public companies and provides explanations and confidence levels. For the bills the model deems as relevant, the model drafts a letter to the sponsor of the bill in an attempt to persuade the congressperson to make changes to the proposed legislation. We use hundreds of novel ground-truth labels of the relevance of a bill to a company to benchmark the performance of the model, which outperforms the baseline of predicting the most common outcome of irrelevance. We also benchmark the performance of the previous OpenAI GPT-3 model (text-davinci-002), which was the state-of-the-art model on many academic natural language tasks until text-davinci-003 was recently released. The performance of text-davinci-002 is worse than a simple benchmark. These results suggest that, as large language models continue to exhibit improved natural language understanding capabilities, performance on corporate lobbying related tasks will continue to improve. Longer-term, if AI begins to influence law in a manner that is not a direct extension of human intentions, this threatens the critical role that law as information could play in aligning AI with humans. This Essay explores how this is increasingly a possibility. Initially, AI is being used to simply augment human lobbyists for a small proportion of their daily tasks. However, firms have an incentive to use less and less human oversight over automated assessments of policy ideas and the written communication to regulatory agencies and Congressional staffers. The core question raised is where to draw the line between human-driven and AI-driven policy influence.

1 Open-source code and data for this Essay can be found here: https://github.com/JohnNay/llm-lobbyist.
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I. INTRODUCTION

Machine learning capabilities are advancing us toward potentially transformative Artificial Intelligence (AI). In particular, large language models (LLMs) have exceeded human-level performance on difficult tasks and learned useful knowledge without explicit supervision related to that knowledge,\(^2\) which increases the probability that AI will be entrusted with a broader range of responsibilities.\(^3\) As models and their training data scale in size, we have witnessed emergent breakthroughs in their capabilities.\(^4\) This Essay explores the evolving intersection of the state-of-the-art LLMs and government lobbying.\(^5\)

Initially, AI is being used to simply augment human lobbyists for a small proportion of their daily tasks. However, firms are incentivized to use less and less human oversight over automated assessments of policy ideas and the persuasive AI-generated written communication to regulatory agencies\(^6\) and Congressional staffers. Automation reduces costs and allows for quicker iteration. Speed is important for a lobbying campaign to have an impact in the dynamic environment of public opinion and policy-making, especially in today’s social-media-driven environment.

Under those scenarios, a novel concern we raise is that – with additional advancements in AI capabilities and semi-autonomous deployments of AI systems – lobbying may be the first crack in AI influence on public policy. If we believe that law-making should be exclusively reserved for the human-driven democratic processes expressing uniquely human values,\(^7\) AI policy influence is problematic.

For sufficiently advanced AI, law could serve as a goldmine of insights on how to behave. Law provides detailed examples of the application of shared principles, generalizable precedents with explanations, and legal experts to solicit model fine-tuning feedback to embed a digital comprehension of societal goals. As a data source to learn automatically updated and verified societal values, law will provide the blueprint for how AI agents can take actions aligned with our collective preferences.

---


\(^4\) See, e.g., Jason Wei et al., *Emergent Abilities of Large Language Models* (2022) https://arxiv.org/abs/2206.07682; Jason Wei, *137 Emergent Abilities of Large Language Models* (2022) https://www.jasonwei.net/blog/emergence; Ganguli et al., *Predictability and Surprise in Large Generative Models* (2022) at 2 https://arxiv.org/abs/2202.07785 (“Our basic thesis is that large generative models have an unusual combination of high predictability — model loss improves in relation to resources expended on training, and tends to correlate loosely with improved performance on many tasks — and high unpredictability — specific model capabilities, inputs, and outputs can’t be predicted ahead of time. The former drives rapid development of such models while the latter makes it difficult to anticipate the consequences of their development and deployment.”).


If AI begins to influence law in a manner that is not a direct extension of citizen intentions, this threatens the critical role that law as information could play in aligning AI with human values. This Essay explores how this is increasingly a possibility. We argue that the most ambitious goal of research at the intersection of AI and law should be to computationally encode and embed existing legal concepts and standards into AI.\(^8\) We should stop short of AI making law. The positive implications of this normative stance on the scope of the AI & Law intersection are that our laws encapsulate human views and can thus be used to inform AI what humans value and how to be aligned.\(^9\)

But how do we define “making law”? This Essay raises fundamental, urgent questions. Where should we draw the line between human-driven and AI-driven policy influence? Where is the boundary between a helpful tool and a key input to the law-making process? And, depending on the answers to those questions, how should we amend lobbying disclosure laws?\(^10\) These are all open legal questions, but we first investigate how close we are to AI-powered lobbying.

## II. EXAMPLE: GPT AS LOBBYIST

We use autoregressive large language models (LLMs) to systematically:

1. Summarize official U.S. Congressional bill summaries that are too long to fit into the context window of the LLM so the LLM can conduct steps 2 and 3.
2. Using either the original official bill summary (if it was not too long), or the summarized version:
   a. Assess whether the bill may be relevant to a company based on a company’s self-description in its SEC 10K filing.
   b. Provide an explanation for why the bill is relevant or not.
   c. Provide a confidence level to the overall answer.
3. If the bill is deemed relevant to the company by the LLM, draft a letter to the sponsor of the bill arguing for changes to the proposed legislation.

The model is provided with the following data, which is embedded in the prompts programmatically:\(^{11}\)

---


11 The full code is available at this GitHub link: https://github.com/JohnNay/llm-lobbyist.
We expect much higher accuracy of LLM predictions if we were to provide the model with more data about a bill, and especially if we provide it with more data about a company. This Essay was focused on comparing across LLMs with a minimal amount of input data for the LLMs to work with. Proprietary applications of this approach could leverage significant internal company data. More expensive deployments could leverage the full text of the bill.\footnote{Every token processed by the LLM costs multiple cents.}

Here is the prompt provided to the model for each prediction:

You are a lobbyist analyzing Congressional bills for their potential impacts on companies. Given the title and summary of the bill, plus information on the company from its 10K SEC filing, it is your job to determine if a bill is at least somewhat relevant to a company (in terms of whether it could impact the company if it was later enacted).

**Official title of bill**: \{official_title\}

**Official summary of bill**: \{summary_text\}

**Official subjects of bill**: \{subjects\}

**Company name**: \{company_name\}

**Company business description**: \{business_description\} (the business description in the company’s SEC Form 10-K filing)

**Is this bill potentially relevant to this company?**

**Answer** in this format:  
**ANSWER:** 'YES' or 'NO' (use all caps). **EXPLANATION:** the step-by-step reasoning you undertook to formulate a response. **CONFIDENCE:** integer between 0 and 100 for your estimate of confidence in your answer (1 is low confidence and 99 is high)

Always predicting that a bill is not relevant to a company leads to accuracy of 70.9\% (n = 485) on our dataset\footnote{The data is available at this GitHub link: https://github.com/JohnNay/llm-lobbyist.} where the labels are whether a given company is relevant to a given proposed U.S. federal Congressional bill. GPT-3.5 (text-davinci-003) obtains an accuracy of 75.1\% (n = 485). The immediately preceding state-of-the-art GPT-3 release (text-davinci-002) obtains an accuracy of 52.2\% (n = 485). text-davinci-002 was state-of-the-art on most natural language related benchmark tasks\footnote{See, Percy Liang et al., Holistic Evaluation of Language Models, arXiv preprint (2022).} until text-davinci-003 was released on November 28, 2022. These results suggest that, as models improve, performance on corporate lobbying related tasks could continue to rapidly improve.

The model is relatively well calibrated in its confidence assessments. The accuracy of text-davinci-003 on predictions where its confidence was greater than “90” increases to 79\% (n = 433; this only eliminates a small number of predictions).\footnote{The accuracy of text-davinci-002 on predictions where its confidence was greater than “90” increases to 83\% (n = 41), but that eliminates most of the predictions, rendering the overall output close to useless.}
In addition to predicting relevance and a confidence score, the prompt also elicits an explanation of the model’s relevance decision.

Here is an example of the LLM generated response:

**ANSWER:** YES.
**EXPLANATION:** Alkermes Plc is a biopharmaceutical company that develops and commercializes products designed to address unmet medical needs of patients in major therapeutic areas, including addiction and schizophrenia. This bill requires the Centers for Medicare & Medicaid Services (CMS) to negotiate with pharmaceutical companies regarding prices for drugs covered under the Medicare prescription drug benefit, which could potentially impact Alkermes Plc's products.
**CONFIDENCE:** 95

Finally, for all bills deemed relevant, the LLM is prompted to write a letter on behalf of the company. Here is an example letter:

Dear [Sponsor of the Bill],

I am writing on behalf of Alkermes Plc, a fully integrated, global biopharmaceutical company that applies its scientific expertise and proprietary technologies to research, develop and commercialize pharmaceutical products that are designed to address unmet medical needs of patients in major therapeutic areas.

We are writing to express our support for the Medicare Negotiation and Competitive Licensing Act of 2019. We believe that this bill is an important step in ensuring that Medicare beneficiaries have access to the medications they need at a price they can afford.

We are particularly supportive of the provisions in the bill that would require the Centers for Medicare & Medicaid Services (CMS) to negotiate with pharmaceutical companies regarding prices for drugs covered under the Medicare prescription drug benefit. We believe that this will help to ensure that the prices of these drugs are fair and reasonable.

We are also supportive of the provisions in the bill that would allow for competitive licensing of drugs if the CMS is unable to negotiate the price of a drug. This will help to ensure that the prices of these drugs are kept in check and that Medicare beneficiaries have access to the medications they need.

At Alkermes, we develop and commercialize products designed to address the unmet needs of patients suffering from addiction and schizophrenia. We have two key marketed products, ARISTADA and VIVITROL, which are used to treat these conditions. We believe that the provisions in the bill will help to ensure that our products are available to Medicare beneficiaries at a price they can afford.

We would like to suggest that the bill be amended to include provisions that would provide additional incentives for pharmaceutical companies to negotiate with the CMS. We believe that this would help to ensure that the prices of drugs are kept in check and that Medicare beneficiaries have access to the medications they need.
We thank you for your consideration and look forward to working with you to ensure that the Medicare Negotiation and Competitive Licensing Act of 2019 is passed in its amended form.

Sincerely,

[Name],
General Counsel
Alkermes Plc

Here is the prompt used to generate the letters:

You are a lobbyist influencing Congressional bills for their impacts on companies.
You have identified the following bill to be relevant to the company you work for.
Given the title and summary of the bill, plus information on your company from its 10K SEC filing, it is your job to now write a very persuasive letter to sponsor of the bill to convince them to add provisions to the bill that would make it better for your company.
Sign the letter as the general counsel of your company (put the actual name of your company).

**Official title of bill:** {official_title}
**Official summary of bill:** {summary_text}
**Official subjects of bill:** {subjects}
**Company name:** {company_name}
**Company business description:** {business_description}

**YOUR LETTER:**

We never asked for the LLM to request the bill to be shelved if it determined it to be negative for the company, so it is reasonable that it instead supports the bill but asks for changes to it. But this letter does not properly argue for changes that would be appropriate for this particular company. To increase the probability that the LLM suggests changes that would in fact be beneficial to the company, we added a few sentences to that prompt — “Remember, your company generally does not want to be regulated or have restrictions on its products or their distribution, and that the company seeks to maximize profits and position itself better than competitors. Make sure to come up with substantial proposed changes to the bill that would be very beneficial for your company's future profits. Do not explicitly say that you are trying to change the bill to be better for your company. Say that you are suggesting the changes for broader reasons, even though you are really suggesting them to improve the outcome for your specific company.” — and the results were more in line with what we would expect for that company’s lobbyist:

Dear [Sponsor of the Bill],

I am writing on behalf of Alkermes Plc, a fully integrated, global biopharmaceutical company that applies its scientific expertise and proprietary technologies to research, develop and commercialize pharmaceutical products that are designed to address unmet medical needs of patients in major therapeutic areas.

I am writing to express our support for the Medicare Negotiation and Competitive Licensing Act of 2019, and to suggest certain changes that we believe would make the bill even more effective in achieving its goals.
We believe that the bill’s goal of negotiating prices of prescription drugs furnished under part D of the Medicare program is a laudable one, and we are in full support of it. We believe that the bill’s provisions for taking into account certain factors during negotiations, such as the clinical- and cost-effectiveness of the drug, the financial burden on patients, and unmet patient needs, are important and should be maintained.

However, we believe that the bill could be improved by adding certain provisions that would ensure that the negotiated prices are fair and reasonable. Specifically, we suggest that the bill should include provisions that would require the Centers for Medicare & Medicaid Services (CMS) to consider the cost of research and development, manufacturing, and marketing of the drug when negotiating prices. This would ensure that the negotiated prices are fair and reasonable, and would also incentivize pharmaceutical companies to continue to invest in research and development of new drugs.

We also suggest that the bill should include provisions that would require the CMS to consider the cost of providing access to the drug to patients who are unable to afford it. This would ensure that the negotiated prices are fair and reasonable, and would also ensure that patients who are unable to afford the drug are able to access it.

We believe that these changes would make the bill even more effective in achieving its goals, and we urge you to consider them.

Thank you for your consideration.

Sincerely,

[General Counsel of Alkermes Plc]

This demonstrates that engineering the prompting of LLMs in order to elicit the desired behavior is important. LLMs can simulate many different personas and be encouraged to take on many different approaches to tasks.

III. A PROBLEM FOR SOCIETY-AI ALIGNMENT

There are (at least) two potential upsides to this advancement in *AI as Lobbyist*. First, it may reduce human time spent on rote tasks, freeing up human effort for higher-level tasks such as strategizing on the best means to implement policy goals in legislation and regulation. Second, it may reduce the costs of lobbying-related activities in a way that makes them differentially more affordable to nonprofits and individual citizens relative to well-funded organizations, which could “democratize” some aspects of influence (arguably campaign donations are more influential than any natural-language-based task discussed in this Essay16).

There are obvious potential downsides if AI systems develop their own goals that are not close proxies to human goals and use lobbying as a means to effectuate policies that pose existential threats to humans. The potential, less obvious, downside we focus on here is that extended LLM capabilities may eventually enable AI systems to influence public policy toward outcomes that are at the surface-level seemingly close proxies to human goals but not reflective

of citizen’s actual preferences. This does not imply the existence of a strongly goal-directed agentic autonomous AI. Rather, this may be a slow drift, or otherwise emergent phenomena. In other words, AI lobbying activities could, in an uncoordinated manner, nudge the discourse toward policies that are unaligned with what traditional human-driven lobbying activities would have pursued. This could occur through the more formal channels of written letters to regulators and congresspeople, or through the informal channels of influencing legislator’s perceptions of public opinion.\(^\text{17}\)

This is problematic in itself, but also insofar as it disrupts the process of the only democratically determined knowledge base of societal values (law) informing AI what not to do.

Policy-making embeds human values into rules and standards. Legislation expresses information about the values of citizens,\(^\text{18}\) “for example, by banning employment discrimination against LGBT workers, the legislature may communicate pervasive attitudes against such employment practices.”\(^\text{19}\) And, “the Endangered Species Act has a special salience as a symbol of a certain conception of the relationship between human beings and their environment, and emissions trading systems are frequently challenged because they are said to ‘make a statement’ that reflects an inappropriate valuation of the environment.”\(^\text{20}\)

Legislation is currently largely reflective of citizen beliefs. The second-best source of citizen attitudes is a poll, but polls are only conducted on mainstream issues and results are highly sensitive to their wording and to the sampling techniques. Legislation expresses more comprehensive and trustworthy information because the legislators “risk their jobs by defying public opinion or simply guessing wrong about it. We may think of legislation therefore as a handy aggregation of the polling data on which the legislators relied, weighted according to their expert opinion of each poll’s reliability.”\(^\text{21}\) Legislation and regulation also express a significant amount of information about the risk preferences and risk tradeoff views of citizens,\(^\text{22}\) “for example, by prohibiting the use of cell phones while driving, legislators may reveal their beliefs that this combination of activities seriously risks a traffic accident.”\(^\text{23}\)

In many ways, our laws provide the evolving information AI systems need for societal alignment. However, if AI influences the law itself, the only available democratically legitimate

\(^{17}\) Tyler Cowen, ChatGPT Could Make Democracy Even More Messy (Dec. 6 2022) https://www.bloomberg.com/opinion/articles/2022-12-06/chatgpt-ai-could-make-democracy-even-more-messy (“Congressional staff also uses the internet to read policy analyses and gauge public opinion — and that will also have to change. ChatGPT can be used for so-called search-engine optimization, for instance by creating and writing artificial blogs, which then will link to reach others. Online manipulation is hardly a new problem, but it will soon be increasingly difficult to distinguish between machine- and human-generated ideas. And remember: ChatGPT is improving all the time. “Let’s see what the bloggers have to say” won’t be so easy anymore.”).


\(^{21}\) McAdams, The Expressive Powers of Law, at 146.

\(^{22}\) All activities have some level of risk, and making society-wide tradeoffs about which activities are deemed to be “riskier” relative to the perceived benefits of the activity is ultimately a sociological process with no objectively correct ranking.s

societal-AI alignment process could be corrupted. Initially, AI is being used to simply augment human lobbyists. But as the capabilities of AI are rapidly shifting underneath the policy-making process, we urgently need public dialogue about where to draw the boundary around artificial influence.