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Considerable scholarly attention has been paid to understanding belief in online
misinformation'?, with a particular focus on social networks. However, the dominant
role of search engines in the information environment remains underexplored, even
though the use of online search to evaluate the veracity of information is a central

component of media literacy interventions®>. Although conventional wisdom suggests
that searching online when evaluating misinformation would reduce belief init, there
is little empirical evidence to evaluate this claim. Here, across five experiments, we
present consistent evidence that online search to evaluate the truthfulness of false
news articles actually increases the probability of believing them. To shed light on this
relationship, we combine survey data with digital trace data collected using a custom
browser extension. We find that the search effect is concentrated among individuals
for whom search engines return lower-quality information. Our results indicate that
those who search online to evaluate misinformation risk falling into data voids, or
informational spaces in which there is corroborating evidence from low-quality
sources. We also find consistent evidence that searching online to evaluate news
increases beliefin true news from low-quality sources, but inconsistent evidence that
itincreases belief in true news from mainstream sources. Our findings highlight the
need for medialiteracy programmes to ground their recommendations in empirically
tested strategies and for search engines to invest in solutions to the challenges

identified here.

Concern over the impact of misinformation has continued to grow,
as highlevels of beliefin misinformation have threatened democratic
legitimacy in the United States' and global public health during the
COVID-19 pandemic® Considerable attention among scholars, media
and policymakers alike has been paid to the role of social media plat-
formsinthe spread of, and belief in, misinformation®*, with compara-
tively little focus on other central features of the digital information
ecosystem.

This gap inresearch is particularly evident in our limited under-
standing of the effect of search engines. Although recent research
has explored the potential partisan biases of search engine results*”,
relatively little is known about the fundamental but understudied ques-
tion of how searching online to evaluate news (SOTEN) impacts beliefin
misinformation. As the cost of producing and distributing information
online has fallen and the sheer volume of information on the internet
hasrisen, reliance on traditional gatekeepers has been substantially
reduced, leaving search enginestofill the role of twenty-first-century
gatekeepers by sorting and validating online content for the public®®.
Inthisnewrole, searchengines have becomeinfluential in users’ politi-
cal knowledge'® and public opinion’®. A majority of internet users state
that they check facts online that they come across at least once a day,
and many believe that results from search engines are more reli-
able than traditional news, such as radio, newspapers or television™.

Thegrowing reliance on search engines for information verification has
been encouraged by social media companies®, civil society organiza-
tions™ and government agencies™, all of which have invested in cam-
paigns to encourage online users to research news they believe may
be suspect through online search engines with the goal of reducing
beliefin misinformation. Although search engines have a key role in
how people evaluate information online, we know little about how
SOTEN impacts belief in misinformation.

Research on interventions designed to mitigate belief in misinfor-
mation has developed in recent years, but work has thus far focused
onideological congruence>', psychological factors® and digital
medialiteracy”. Here we present the results from experimental studies
identifying how SOTEN affects belief in misinformation. Specifically,
we test a preregistered hypothesis that searching online to assess the
veracity of false or misleading articles increases the belief that these
stories are true, contradicting what we believe to be the received wis-
domunderlying many search-based recommendations. We then exam-
ine a possible mechanism for why belief in false/misleading articlesis
increased by searching online to evaluate these articles: exposure to
unreliable information. Although it is plausible that searching online
may lead respondents to reputable sources contradicting the false
article’s central claim, previous studies on information systems
have suggested that there are topics or terms for which there exists
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Fig.1| The effect of searching online to evaluate misinformation onbelief
inmisinformation acrossstudies1to4.a,b, Theaverage treatment effect of
SOTENand 95% confidence intervals during studies1(n =2,275total evaluations),
2(n=2,020),3(n=1,964)and 4 (n=772). All effects were estimated using OLS
witharticle fixed effects and standard errors clustered at the individual and

unreliable information available to be returned by search engines®.
As anumber of digital literacy guides focus specifically on identify-
ing misinformation, our main analyses are limited to the effect of
search on belief in misinformation; however, given that the aver-
age online media diet comprises substantially more true than false
news? %, we also test a preregistered hypothesis that searching
online to assess the veracity of true articles increases belief in those
articles.

Tothisend, we runfive separate experiments that measure the effect
of SOTEN on beliefin popular false and true news stories for the point
intimeinvestigated. Four of these studies use survey experiments; the
fifth combines survey and digital trace data of search results collected
using a custom web browser plug-in. In each study, the individuals in
boththe control and treatment groups were asked to assess the verac-
ity of newsarticles, but those in the treatment group were encouraged
to search online for information (instructions to search online were
provided by a partner organization and are provided in the Methods)
to help with this assessment. Inan additional experiment, explained in
Supplementary Information O, we tested whether the effect of SOTEN
was robust to changing the wording of these instructions and found
similar effects (Extended Data Fig. 1). For all five studies, we used a
pipeline (which was also preregistered) to select popular articles from
both main-stream and non-mainstream media sources and then dis-
tribute them to respondents and professional fact-checkers (a full
explanation of this process is provided in the Methods). A key feature
of our design is the ability to collect real-time evaluations in the time
period during which past research has shown that misinformation is
most likely to be consumed? %,

Taken together, the five studies provide consistent evidence that
SOTEN increased belief in misinformation during the point in time
investigated. In our fifth study, which tested explanations for the
mechanism underlying this effect, we found evidence suggesting
that exposure to lower-quality information in search results is asso-
ciated with a higher probability of believing misinformation, but
exposure to high-quality information is not. Moreover, we found
that there is a search effect on belief in true news that is similar to
the search effect on belief in false/misleading news: searching can
make study participants more likely to believe that true news sto-
ries are true. However, when we subset the results by the quality of
source, we found that, although online search can increase belief
that true news from low-quality sources is true, there is no consist-
enteffectin either direction on believing true news from mainstream
sourcesis true.
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Effect of searching online on the perceived
veracity of misinformation (7-point scale)

articlelevel. a, The effect of SOTEN on rating misinformation as true for studies
1(P=0.037),2(P<0.0001),3 (P=0.0018) and 4 (P=0.0451).b, The effect

of SOTEN on aseven-point ordinal scale of veracity for studies 1 (P = 0.154),
2(P=0.0004),3(P=0.0038)and 4 (P=0.0054).

Measuring the online search effect

Our first study (study 1) tests the effect of SOTEN on belief in misin-
formation using a randomized controlled trial. We recruited 3,006
respondents living in the United States through Qualtrics, an online
survey firm, over 10 days and presented the participants with three
articles from mainstream and low-quality sources within 48 h of pub-
lication (more details about the respondent recruitment and article
selection are provided in the Methods). The participants were either
randomly assigned to be encouraged to search online to help them
to evaluate all of the articles that they were sent (treatment group) or
they were not prompted to search online (control group). All of the
respondents were then asked to evaluate the veracity of the article using
both a categorical (true, false/misleading, could not determine) and
seven-point ordinal scale. A key challenge was establishing the veracity
ofthearticles directly after publication, a period during which assess-
ments from fact-checking organization were not likely to be available.
To this end, we sent out the articles to be evaluated concurrently by a
group of six professional fact-checkers from leading national outlets.
The fact-checkers could rate articles as ‘true’, ‘false or misleading’ or
‘could notdetermine’. Each article was then labelled as either ‘true’, ‘false
ormisleading’ or ‘could not determine’ based on the modal fact-checker
evaluation. Inthis section, we analyse only the effect of searching online
onbeliefinarticles labelled as false/misleading. During study 1, across
13 false/misleading news articles, we collected 1,145 evaluations from
876 unique respondentsin the controlgroup and 1,130 evaluations from
872 uniquerespondentsinthe treatment group. Details about all of the
articles in each study are provided in Supplementary Tables 1-22 in
Supplementary Information A. The number of unique respondents and
evaluationsinstudies1-5are provided in Supplementary Tables 76-80.

To estimate the treatment effect of being encouraged to search
online, we fit an ordinary least squares (OLS) regression model with
article-level fixed effects and standard errors clustered at the respond-
entandarticlelevel to predict beliefin misinformation (that s, rating a
false or misleading article as true). For our dichotomous outcome, OLS
or logistic regressions produce similar results and are both appropri-
ate,butan OLSregressionis preferred to estimate the causal effects of
treatments on a binary outcome?. We control for basic demographic
factors (age, education,income, ideological congruence and gender)
and, unless noted otherwise, all of the models in this Article follow
these specifications. Figure 1lashows that being encouraged to search
onlineincreased the probability that arespondent rated a false or mis-
leading article as true by 0.057 (P=0.037, Cohen’s D =0.12, n = 2,275).
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Thisrepresentsal9%increase in the probability thatarespondent rated
afalse or misleading article as true. Figure 1b shows a 0.16 increase
in perceived veracity using a seven-point ordinal scale (P=0.154,
Cohen’s D=0.09, n=2,275). Supplementary Tables 23-66 in Sup-
plementary Information B display the full regression results for all
of the models.

We next examined whether the search effect was strong enough to
change an individual’s evaluation after they had already assessed the
veracity of a news story. To do so, we ran a within-respondent study
(study 2) in which we first asked the respondents to evaluate an arti-
cle without encouraging them to search online, and then asked the
respondents to evaluate the same article again, but after encouraging
them to search online. If we assume that the respondents have a bias
towards consistency, this offers an even stronger test thanin study 1
because, to find asearch effect, the respondents would have to change
their previous evaluation. To conduct the study, we recruited 4,252
Americanrespondents through Qualtrics over 33 days, 1,010 of whom
were presented with one false/misleading popular online article within
48 h of publication. We then compared their evaluation before being
encouraged to searchonline (control) and their evaluation after being
encouraged to do so (treatment). Notably, we also found that, in study
2,searchingonlineincreased the probability that arespondentratesa
false/misleadingarticle astrue by 0.071 (P < 0.0001, Cohen’s D=0.15,
n=2,020), which represents a 22% increase in the likelihood that a
respondent thinks thatafalse newsstoryistrue,and a 0.24 (P=0.0004,
Cohen’s D =0.13,n=2,020) increase onaseven-point ordinal scale. We
found that, among those who first rated the false/misleading article
correctly as false/misleading, 17.6% changed their evaluation to true
after being prompted to search online (for comparison, among those
who firstincorrectly rated the article as true, only 5.8% changed their
evaluation to false/misleading after being required to search online).
Among those who could not initially determine the veracity of false
articles, moreindividualsincorrectly changed their evaluationto true
than to false/misleading after being required to search online. This
suggests that searching online to evaluate false/misleading news may
falsely raise confidence inits veracity.

While these first two studies present consistent evidence that
searching online can increase belief in misinformation directly after
its publication, misinformation can, in someinstances, go viral weeks
or months after publication. In these cases, the online information
environment surrounding the false article could be different from the
one encountered in the first 48 h. Directly after publication of false
articles, search engines may return similar misinformation and little
credibleinformation because professional fact-checks often take days
or weeks to be published?. We therefore might expect that, as time
passes after publication, individuals searching online would be exposed
to more professional fact-checks and credible information, potentially
eliminating or, even more optimistically, changing the direction of the
search effect identified in studies 1and 2.

Totest the robustness of the findings fromstudies1and 2 when more
time had passed after publication, we ran a third study (study 3) that
replicates study 2 with new respondents evaluating the same set of
articlesbut, this time, between 3 and 6 months after the publication of
thearticles. For study 3, we recruited 4,042 Americanrespondents over
1monththroughQualtrics, 982 of whomevaluated one false/misleading
articlefirst without being encouraged to search online and then again
after being encouragedto search online. We found that searching online
increases the probability that a respondent rates a false/misleading
articleastrueby 0.066 (P=0.0018, Cohen’s D = 0.14,n=1,964), which
means that 18% more respondents rated the same false/misleading
story astrue after they were asked to re-evaluate the article after treat-
ment, even months after the article was published. We also found that
searching online leads to a 0.23 point increase on a seven-point scale
(P=0.0038, Cohen’s D=0.13, n=1,964). Although it may be possible
that respondents were exposed to more reliable information months
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after publication, it does not appear to have negated the impact of
SOTEN on belief in misinformation.

The first three studies measured the effect of SOTEN on popular
pieces of misinformation, which may cover niche topics that are not
reported onby reliable news outlets. However, we might expect a differ-
entand, hypothetically, more reliable news environment when search-
ingonline about more salient events, such as the COVID-19 pandemic.

Ontheonehand, substantial reporting fromreliable sources on this
topic are more likely to be available, which could reduce the effect of
SOTEN on belief in misinformation. On the other hand, it is possible
that highly salient events also attract more misinformation, for either
political oreconomic reasons®. Thus, to determine whether the effect
of SOTEN on belief in misinformation holds when researching misinfor-
mation aboutasalientevent, weranafourthstudy (study 4) during the
heart of the COVID-19 pandemic that was similar to studies 2and 3 but
whichincluded only the most popular articles of which the central claim
covered the health, economic, political or social effects of COVID-19.
For this study, which ran over 8 days inJune 2020, we recruited 1,130
respondents through Qualtrics. A total of 386 of these respondents
was presented with one false/misleading online COVID-19-related arti-
cle within 72 h of publication (an explanation of the extra 24 h delay
compared with studies1-3is provided in the Methods). We found that
searching online increases the probability that arespondent rates a
false/misleadingarticleas trueby 0.067 (P=0.0452, Cohen’s D = 0.14,
n=772),or anincrease in the likelihood of believing a false/mislead-
ing article to be true of 20%, and an increase of 0.26 on a seven-point
ordinal scale (P=0.0054, Cohen’sD=0.14,n=772).

Taken together, studies 1-4 present consistent evidence across a
variety of experimental designs, time periods and topics that SOTEN
increased belief in misinformation for the point in time investigated.
Thissearcheffectis concerningonits ownbut, tobetter understand the
role of search engines and to inform evidence-based interventions, itis
alsoimportant to evaluate the mechanism underlying these findings. In
the nextsection, we explore one such possible mechanism—exposure
to unreliable information corroborating the initial misinformation
that was viewed—for why SOTEN canincrease beliefin misinformation.

Unreliable results affect misinformation belief

Thetheory of data voids suggests that, when individuals search online
about misinformation, especially misinformation around breaking or
recently published news, search engines may return little credibleinfor-
mation, instead placing non-credible information at the top of results?.
These data voids likely exist for a variety of reasons. Low-quality pub-
lishers have been found to use search engine optimization techniques
and encourage readers to use specific search queries when searching
online by consistently using distinct phrases in their stories and in
other media®. These terms can guide users to data voids on search
engines, where only one point of an unreliable view is represented.
Low-quality news sources also often re-use stories from each other,
polluting search engine results with other similar non-credible stories.
It was previously argued (page 75 of ref. 30) that the media dynamicsin
the United States (particularly on the right) “tend to reinforce partisan
statements, irrespective of their truth”. Tripodi* shows how Google’s
search algorithms interact with conservative elite messaging strate-
giesto pushaudiences towards extreme and, at times, false views. This
‘propagandafeedback loop’ creates anetwork of outlets reporting the
same misinformation and therefore can flood search engine results
with false but seemingly corroborating information. The topics and
framing of false/misleading news stories are also often distinct from
those covered by mainstream outlets, which could limit the amount of
reliable news sources being returned by search engines when searching
forinformation about these stories. Finally, direct fact-checks may be
difficultto find given that most false narratives are never fact-checked
atalland, for stories that are evaluated by organizations such as Snopes



or PolitiFact, these fact-checks may not be posted in the immediate
aftermath of a false article’s publication. As a result, it would not be
surprising that exposure to unreliable news is particularly prevalent
when searching online about recently published misinformation.

To investigate the prevalence and effect of exposure to unreliable
information while searching forinformation online, study 5 combines
survey datawith digital trace data. In this final randomized controlled
trial (between-respondents study), we collected articles using the same
article-selection protocol and, asinstudy 1, asked two different groups
of respondents to evaluate the same false/misleading or true articles
within 72 h of publication and in the same 24 h window. The treatment
group was required to search online using Google before providing
their assessment of the article’s veracity, whereas the control group
was not. For those inthe treatment group, we collect the URLs that they
visited and the top ten Google search engine results to which they were
exposed by means of acustom-made browser plug-inthat respondents
consented toinstall. Over this 12 day study, we recruited 1,677 respond-
entslivingin the United States through Amazon’s Mechanical Turk and
presented them with three highly popular articles from mainstream
and low-quality sources within 72 h of publication. Over the course
of this study, 17 false/misleading articles were evaluated by individu-
alsin the control (877 evaluations from 621 unique respondents) and
treatment (608 evaluations from 451 unique respondents) groups.
By asking the respondents in both the control and treatment groups
to install a custom web extension that collected their web browsing
behaviour, we were able to collect digital trace data associated with
73% of evaluations of false/misleading articles in the treatment group
and 91% of evaluations of false/misleading articles in the control group.
This differential attrition was probably due to technical differences
between the extension used by the treatment and control groups, but
does not result in any substantively meaningful differences between
those who completed the survey across the groups (further analysis,
including difference in means testing, is provided in the Methods). We
still collected the survey results for all of the respondents regardless
of compliance and used these responses for the analyses in Fig. 2b. We
excluded non-compliant responses from our analysis only when we
analysed the effect of the quality of search engine results. We excluded
all non-compliant respondents in these analyses to limit possible
selection effects, but these respondents were included in all of the
other analyses.

Figure 2a presents the proportion of the treatment group’s search
queries about true and false/misleading articles that return at least
one unreliable news source in their Google search engine results. To
assess the reliability of a news source, we used classifications from
the NewsGuard service, which provides reliability and trustworthi-
ness scores from journalists available at the time of the study (August
2021). Sites with a score of below 60 are deemed to be unreliable, and
those with ascore above 60 are deemed to be reliable; a histogram of
NewsGuard scores for the majority of online news domains is provided
in Supplementary Fig. 1in Supplementary Information C. Figure 2a
shows that search queries about true articles are much less likely to
return unreliable news among search results than search queries about
false/misleading articles (22.5 percentage point difference, F=105.8,
P<0.0001).0nly15% of individuals are exposed to at least one unreli-
able news link when they search about true articles, whereas 38% of
individuals are exposed to at least one unreliable news link when they
search about false/misleading news.

Using evaluations from study 5, we measured the effect of searching
online on the belief in false articles. Figure 2b presents the treatment
effect (encouraged to search online) on the probability of believing
misinformation using both a dichotomous outcome (rating a false/
misleading story as true: 1, yes; 0, no), a seven-point ordinal scale of
veracity and afour-point ordinal scale. Like the previous four studies,
we found that those who search online about misinformation were
more likely to believe false news stories to be true than those who did

not. We found that the effect of SOTEN is greater than in the previous
studies, whichwe suspect may be due to the fact that the search treat-
ment is likely stronger in this study relative to the others given that
we could verify compliance for full compensation. In this final study,
searching online increased the probability that arespondent rated a
false or misleadingarticle as true by 0.107 (P = 0.0143, Cohen’s D= 0.21,
n=1,485). Searching online also increased the average score by 0.16
(P=0.0434, Cohen’s D=0.16, n=1,485) on a four-point ordinal scale,
but not on a seven-point ordinal scale (P=0.201, Cohen’s D =0.10,
n=1,485). We present the differential effect of SOTEN by political ideol-
ogy in Extended Data Fig. 2 (explanation for how the ideology of each
respondent and the ideological perspective of each articleis measured
canbe found in Supplementary InformationlandL).

Using digital trace data collected through the custom browser
plug-in, we are able to measure the effect of SOTEN on belief in misin-
formation among those exposed to unreliable and reliable informa-
tion by search engines. To this end, we measured the effect of being
encouraged to search online on the belief in misinformation for our
control group and two subsets of the treatment group: those who
were exposed to Google search engine results that returned unreli-
ableresults (defined as at least 10% of links coming from news sources
with aNewsGuard score below 60) or very reliable results (defined as
the first ten links coming only from sources with a NewsGuard score
above 85). Roughly 42% of all evaluations in the treatment group fitin
either of these two subsets; although subsetting the data in this way
ignores 58% of the treatment group, we are interested in the effect of
search among groups exposed to very different levels of information
quality. Our next analysis looks at the whole set of responses. Across
these two subsets, Fig. 2c shows that the probability that anindividual
believes false/misleading news stories to be true is substantially higher
in the treatment group than the control group among respondents
whose news exposure is composed of at least 10% unreliable news sites
(n=1,027,P=0.0035, Cohen’s D = 0.29), butitis not higher among those
inthe treatment group who are only exposed to very reliable news sites
(n=940,P=0.926, Cohen’s D = 0.01) (we confirmed this null result using
aBayesian independent samples t-test (interquartile range = 0.707,
BF,, = 0.147) in favour of the null hypothesis). These results are con-
sistent with the theory that lower-quality search engine results can
increase belief in misinformation by returning low-quality results. As
further evidence, in Fig. 2d, we used the entire sample and calculated
the probability of rating misinformation as true by quartile of the mean
news quality across the top ten links returned by Google during the
evaluation, leading to similar results. Figure 2d shows that respond-
ents who are exposed to search engine results with the lowest-quality
news are more likely to rate false/misleading news as true (n=1,006,
P=0.0241) compared withthose who are not asked to search, whereas
those who are exposed to the highest-quality news are not more likely
torateafalse/misleadingarticle as true than those in the control group
(n=1,008, P=0.420) (we confirmed this null result using a Bayesian
independent samples t-test (interquartile range = 0.707, BF,, = 0.182)
infavour of the null hypothesis). This again suggests that exposure to
unreliable news may explainwhy SOTEN increases beliefin misinforma-
tion. Moreover, we found that respondents who are exposed to the top
half of information quality in our sample information (top 50%) are no
more likely to believe misinformation than those in the control group
(n=1,113, P=0.429) (we confirmed this null finding using a Bayesian
independent samples ¢t-test (interquartile range = 0.707, BF,, = 0.103)
infavour of the null hypothesis). Tobe clear, theinformation returned
by the Google search resultsis post-treatment, so this analysis does not
infer a causal relationship®, but it provides evidence consistent with the
theory thatlow-quality informationreturned by search engines could
explain the search effect that we identify. Note that we did not find a
statistically significant differential effect of low-quality information
onbeliefacross different levels ofideological congruence to the news
article (Extended Data Fig. 3).

Nature | Vol 625 | 18 January 2024 | 551



Article

a
1.00+
0.85
3
j o
_§ :3: 0.754
[0}
= 0.62
= 22 News links from
S5 2 X
Sq unreliable sources
=L 4 0.504 mz
Sog ero
=53 0.38 One or more
[SRN]
c O c
O c S
t Qo 0.254
8_ <
g3 0.15
o
0-
True FM
Fact-checker rating of the article
c
>
s At least 10%
o of news URLs A —— Measure
5 2  areunreliable ’
2 £ Ordinal (4)
2 +
2?2 Ordinal (7)
20
5 g Only very True (dummy)
4 reliable 1 —_—
e sources
N B B E—
-0.4 0 04

Effect of searching online on belief in
misinformation dependent on quality of search results
(1 unitis 1 s.d. of that measure)

Fig.2|How Googlesearchresultsimpactbeliefin misinformation (study 5).
a, The proportion of individuals who, when searching online about a false/
misleading (FM) or true article, are exposed to different levels of unreliable
newssitesin Google searchresults. b, The average treatment effects and 95%
confidenceintervals for linear regression models measuring the effect of
searching online during study 5 (n =1,485) as aunit of the standard deviation
ofthedependent variable.Searching onlineincreased the probability thata
respondentrated afalse/misleading articleas true (P=0.0143).c,d, The same
average treatment effects and 95% confidence intervals, but the treatment
group was subset by the quality of news returned in their search engine results.
¢, The probability that anindividual rates misinformation as true is higherin the
treatment group compared with the control group amongrespondents whose
exposure consisted of at least 10% unreliable news sites (n=1,027, P= 0.004).

If our proposed explanation is indeed correct and exposure to
low-quality search resultsis associated with beliefin misinformation,
itremains unclear why certain individuals are exposed to low-quality
news sources whereas others are not. In the next section, we investigate
the search terms that individuals use to see whether this is associated
with exposureto low-quality results. Specifically, we consider whether
evidence from our study is consistent with two plausible interpreta-
tions for why individuals use search terms that are more likely to return
low-quality information:ideological congruence with the perspective
of the misinformation and digital literacy.

Individuals exposed to unreliable results

In this section, we assess the viability of two possible explanations
for why individuals are exposed to low-quality news in their search
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The probability thatanindividual rates a false/misleading article astrueis
notdifferentinthe treatment group compared to the control group among
respondents who were exposed to only very reliable news (n=940, P=0.927).
d, The probability thatanindividual rates a false/misleading articleas truein
thetreatment group compared with the control group among respondents
who were exposed to the lowest quartile of news quality (n=1,006, P=0.0241)
and the second-lowest quartile of news quality (n=1,005, P=0.0116). The
probability thatanindividual rates a false/misleadingarticle as true is not
differentin the treatment group compared to the control group among
respondents who were exposed to the second-highest quartile of news quality
(n=1,006,P=0.801) and the highest quartile of news quality (n=1,008, P= 0.420).
All effects were estimated using OLS with article fixed effects and standard
errors clustered at theindividual and article level.

results: (1) ideological congruence and (2) low levels of digital liter-
acy. In the ideological congruence account, partisans may seek out,
either consciously or not, information from ideologically congruent
sources through the use of search terms that reflect their ideologi-
cal perspective®, Relatedly, although research shows that the most
common form of personalization is location-based personalization®*,
search engine results for political search queries can be personalized
toindividual-level characteristics and so the user’sideology may lead
to more information that aligns with their ideological worldview®, pos-
sibly amplifying the impact of ideological congruence®. This may lead
to a concentrated exposure among those ideologically congruent to
the misinformation about which they are searching. To this end, we
investigated whether exposure to low-quality search results is con-
centrated among respondents whose self-reported ideology aligns
with the ideological slant of the misinformation. Another possible
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Fig.3|Analysis of the individuals who were exposed to unreliable news
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95% confidenceintervals during study 5 (n=501). b, The proportion of Google
searches by individuals (n=930) that return varying numbers of unreliable
news sites, whensearching online about a false/misleading article. We present
these proportions for individuals who used the headline of the article or the

explanation is that individuals with low levels of digital literacy are
more likely to fall into these data voids. Previous research has found
thatindividuals with higher levels of digital literacy use better online
information-searching strategies®, suggesting that those with lower
levels of digital literacy may be more likely to use search terms that
lead to exposure to low-quality search results. To assess the empirical
support for these two potential explanations, we begin by investigating
whichindividual-level characteristics are associated with exposure to
unreliable news by fitting an OLS regression model with article-level
fixed effects and standard errors clustered at the respondent and article
level to predict exposure to unreliable news sites inthe searchresults.
We include basic demographic characteristics (income, education,
gender and age) in the model. Evidence from these results suggest that
lower levels of digital literacy correlate with exposure to unreliable news
in search results after conditioning on demographic characteristics.
Astandard deviationincreaseinideological congruence also appears
to increase the probability of being exposed to unreliable news by a
Googlesearch engine by 0.037 (P=0.0827, Cohen’s D = 0.08, n = 501).

Individuals with lower levels of digital literacy may be more likely to
be exposed to unreliable information due to what they actually type
intothe search engines. To investigate the effect of search terms on the
reliability of news returned by the Google search engine, we collected
allof the search terms used by individualsin the treatment group. The
data-voids theory supposes that, if one uses search terms unique to
misinformation, one is more likely to be exposed to low-quality infor-
mation. To determine whether this affects the quality of search engine
results, we coded all search terms for whether they contained the head-
line or URL of the false article. We found that this is indeed the case.
Approximately 9% of all search queries that individuals entered were
the exact headline or URL of the original article, and Fig. 3b shows that
those who use the headline/lede or the unique URL of misinformation
as asearch query are much more likely to be exposed to unreliable
informationin the Google search results. A total of 77% of search que-
ries that used the headline or URL of a false/misleading article as a
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link of thearticleand those who used another query. ¢, The effect of demographic
variables on the probability of using the headline/lede or unique URL when
searching online about false/misleading news articles and the 95% confidence
intervalsduring study 5 (n = 930). Those with lower levels of digital literacy are
morelikely to use the headline or the unique URL of the false article as their
searchquery when SOTEN, conditioning onideological congruence and
demographics. All effects were estimated using OLS with article fixed effects
andstandard errors were clustered at theindividualand article level.

search query return atleast one unreliable news linkamongthe top ten
results, whereas only 21% of search queries that do not use the article’s
headline or URL returnatleast one unreliable news link among the top
tenresults (55.8 percentage point difference, F=157.8, P< 0.0001). We
run this same analysis excluding the original article from the search
engineresults and the effect holds. When excluding the original article
from the search engine results, 57% of search queries that used the
headline or URL of a false/misleading article as a search query return
at least one unreliable news link among the top ten results, whereas
only 18% of search queries that do not use the article’s headline or URL
returnatleast one unreliable news linkamong the top tenresults (39.7
percentage point difference, F = 85.5, P < 0.0001). The results for all of
therelevantfiguresin the main text excluding the original article from
searchresults are provided in Extended Data Figs. 4 and 5.

To determine who is most likely to use headlines or URLs as their
search query, we fit an OLS regression model with article-level fixed
effectsandstandard errors clustered at the respondent and article level
topredictusing the headline or URL asasearch term, again conditioning
on basic demographic characteristics. A standard deviation increase
indigital literacy decreases the probability of using the headline or the
unique URL of the false article as their search query by 0.034 (P=0.016,
Cohen’sD=0.11,n=930).

Usingthe headline/lede as a search query probably produces unreli-
ableresults because they contain distinct phrases that only producers
of unreliable information use®. Previous research found that manipula-
tors create content that dominates the search engine environment for
people who use certain search terms. An investigation of one article
in study 5 appears to support this line of reasoning. Specifically, we
analysed the search terms for those searching online about the false/
misleadingarticletitled: “U.S. faces engineered famine as COVID lock-
downs and vax mandates could lead to widespread hunger, unrest this
winter”. The term ‘engineered famine’ in the article is a unique term
thatis unlikely to be used by reliable sources. An analysis of respond-
ents’ search results found that adding the word ‘engineered’ in front
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Fig.4|The effect of SOTEN onbeliefin false/misleading and true news.

a, Theeffect of searching online onwhether individuals rate true news as true
and false/misleading news as true and the 95% confidence intervals during
studies1(n=6,269,n=2,275),2(n=6,046,n=2,020),3 (n=5,098,n=1,964),
4(n=1,420,n=772)and5(n=3,141,n=1,485).b, The effect of searching online
onwhetherindividuals rate true news as true from low-quality sources, true
news as true from mainstream sources and false/misleading news as true, and
the 95% confidenceintervals during studies1(n=2,782,n=3,487,n=2,275),
2(n=2,596,n=3,450,n=2,020),3(n=2,490,n=3,418,n=1,964),4 (n =516,

of ‘famine’ changes the search results returned. 0% of search terms
that contained the word ‘famine’ without ‘engineered’ in front of it
returned unreliable results, whereas 63% of search queries that added
‘engineered’in front of the word ‘famine’ were exposed to at least one
unreliableresult. Infact, 83% of all search terms that returned an unre-
liable result contained the term ‘engineered famine’. See Supplemen-
tary Tables 90-94 in Supplementary Information P for data about all
searches by respondents about this article, including respondent-level
ideology and digital literacy.

Search effect on beliefin true news

Although the finding that SOTEN increases beliefin misinformationis
concerninginisolation, to fully evaluate the effect of recommending
individuals to search online, we must also measure the search effect
onbeliefintrue news. We preregistered the hypothesis that searching
onlinewould alsoincreasebeliefin true news and find support for this
hypothesisinstudies1-5.For study1, Fig.4ashows that searching online
increases the probability of correctly rating true news as true by 0.072
(P=0.0001,Cohen’sD=0.146,n = 6,269), whichisin the same direction
asthe effect onrating false/misleading as true (0.057; P= 0.037, Cohen’s
D=0.12,n=2,275). Instudy 2, in which we set out to test whether the
search effect was strong enough to change an individual’s evaluation
after they had already assessed the veracity of a news story, we found
thatsearching onlineincreases the probability of correctly rating true
newsastruebyonly 0.0212 (P=0.083, Cohen’s D = 0.044,n = 6,046).In
study 3, awithin-respondent study run months after publication of the
articles, searching online increased the probability of correctly rating
true news as true by 0.047 (P=0.0001, Cohen’s D=0.097,n=5,908).
In study 4, a within-respondent study run strictly on articles about
COVID-19, there was no statistically significant search effect on the
probability of correctly rating true news as true (0.03, P= 0.165, Cohen’s
D=0.062, n=1,420) (we confirmed this null finding using a Bayesian
independent samples t-test (interquartile range = 0.707, BF,, = 0.117)
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n=904,n=772)and5(n=1,350,n=1,791,n=1,485).c, The effect of searching
onlineonwhetherindividuals rate true news as true from low-quality sources,
true news as true from mainstream sources and false/misleading news as true,
and the 95% confidence intervals for between-respondent experiments
(studieslandS5) (n=4,132,n=5,278,n=4,756) and within-respondent
experiments (studies 2-4) (n=5,602,n=7,702,n=3,760). All effects were
estimated using OLS with article fixed effects and standard errors were clustered
attheindividualand articlelevel.

infavour of the null hypothesis). There was alarge search effect onthe
probability of rating false/misleading news as true in the same study
(0.067; P=0.0452,Cohen’s D= 0.21,n=772).Inour final study (study 5),
abetween-respondent experiment with a strict measure of compli-
ance, we found that the search effect on the probability of rating true
news as true was significant and inthe same direction as the effectiden-
tifiedinstudy 1, another between-respondent experiment. In study 5,
searching online increased the probability of correctly rating true
news as true by 0.15 (P< 0.0001, Cohen’s D= 0.357,n = 3,141). These
results, as displayed in Fig. 4a, show that the search effect on belief
in true news is similar to the search effect on belief in false/mislead-
ing news when individuals search online before they determine the
veracity of true news (between respondents design), butis smaller
or (at times) non-existent when individuals are asked to evaluate true
news after having already evaluated the veracity of the true news article
(within-respondent design).

Measuringthe search effect onall true newsignores that SOTEN may
have heterogeneous effects depending on the quality of the source.
The source of online news can affect whether anindividual believes an
article® due toasource’s reputation®*® or the design of the website*°,
Itis possible thatindividuals may be less likely to change their perceived
veracity of true news from credible sources after searching online if the
source’s credibility heuristics are relatively strong. However, without
receiving astrongsignal of source credibility, people may be more likely
to believe a true article from a low-quality source if a search engine
returns similar coverage fromother sources. To thisend, we also subset
our measurement of the search effect on true articles from mainstream
(morereputable) and low-quality (less reputable) sources.

This exploratory analysis shows that the effect of SOTEN for a true
articleislargerifthearticleis published by alower-quality source thaniif
published by amainstream source inbetween-respondent experiments
(n=9,410,P<0.0001) and within-respondent experiments (n =13,374,
P<0.0001).In fact, in four out of the five studies, there is only a small
or non-existent search effect on the probability of rating true news as



true from mainstream sources. Figure 4b shows that, in study 1, the
effect of searching online is significant and in the same direction as
for false/misleading news and true news from both low-quality and
mainstream sources. Searching online increased the probability of
rating true news frommainstreamsources as true by 0.045 (P= 0.0168,
Cohen’s D=0.10,n=3,487), increased the probability of rating true
news from low-quality sources as true by 0.105 (P = 0.001, Cohen’s
D =0.21,n=2,782) and increased the probability of rating false/mis-
leading news as true by 0.057 (P=0.037, Cohen’s D = 0.12, n = 2,275).
When we turn to within-respondent experiments, we find adivergence
in the search effect among true news from low-quality sources and
true news from mainstream sources. Figure 4b shows that, in study 2,
searching online increases the probability of correctly rating true
news from low-quality sources as true by 0.081 (P < 0.0001, Cohen’s
D=0.16, n=2,596) but, contrary to study 1, we find that searching
online decreases beliefin true news from mainstream sources by 0.024
(P=0.069,Cohen’s D =0.05,n=3,450). For study 3, Fig. 4b shows that
searchingonlineincreases the probability that arespondentratesatrue
article from alow-quality source as true by 0.115 (P < 0.0001, Cohen’s
D =0.25,n=2,490), an effect almost twice the size of the online search
effect on false/misleading news in study 3, but that there was no search
effect on the probability that a respondent rates a true article froma
mainstream source as true (P = 0.84, Cohen’s D=0.01, n = 3,418) (we
confirmed this null result using a Bayesianindependent samples t-test
(interquartile range = 0.707, BF,, = 0.039) in favour of the null hypoth-
esis). The divergence instatistical significance across mainstream and
low-quality articlesis mirrored instudy 4: Fig. 4b shows that searching
onlineincreases the probability that arespondent rates a true article
fromalow-quality source as true by 0.085 (P =0.044, Cohen’s D=0.17,
n=>516), but there was no increase in the probability that a respond-
ent correctly rates a true mainstream story as true (P=0.92, Cohen’s
D =0.01,n=904) (we confirmed this null result using a Bayesianinde-
pendent samples ¢-test (interquartile range = 0.707, BF, = 0.075) in
favour of the null hypothesis). Finally, study 5, abetween-respondent
experiment with a stronger incentive to search, presents effects with
similar direction and significance to the results in study 1. Figure 4b
shows that searching online increases the probability that arespondent
ratesatruearticle fromalow-quality sourceastrue by 0.23 (P<0.0001,
Cohen’sD =0.50,n=1,350) and increases the probability that arespond-
entcorrectly ratesatrue mainstream story as true by 0.091(P=0.0008,
Cohen’sD=0.24,n=1,791).

TheresultsinFig.4b also show that thereis a possible differenceinthe
search effect on true news from low-quality and mainstream sources,
especiallyinthe three within-respondent experiments. To further dem-
onstrate this differencein between-respondent and within-respondent
experiments, Fig. 4c presents the search effect when we pool all evalua-
tions of true news (from low-quality and mainstream sources) and false/
misleading news articles by experiment type (within-respondent and
between-respondent) and re-run the same analysis used to produce the
effectsizesin Fig.4a. Inbetween-respondent experiments, the search
effect on beliefin true news from mainstream sources is similar to that
of false/misleading articles, while the search effect onbeliefin true news
from low-quality sourcesislarger thanthe others. In within-respondent
experiments, we do not find any search effect on belief in true news
from mainstream sources, and the search effect on belief in true news
fromlow-quality sourcesis significantand in the same direction as the
search effect onbelief in false/misleading articles. When we substitute
the seven-point ordinal scale for the categorical measure, similar results
arereported (Extended DataFig. 6). Theresults presentedin Fig. 4 show
that the effect of online search ontrue newsis much largerifthearticle
ispublished by alow-quality source thanif published by amainstream
sourceinbetween-respondent experiments (n = 9,410, P < 0.0001) and
within-respondent experiments (n=13,374, P< 0.0001). In fact, the
effect of SOTEN about a true story from a low-quality source is often
similar to or even surpasses the search effect for false articles, and

the effect of SOTEN for true news from mainstream sources is either
small or non-existent. It is possible that we do not measure much of an
effect of SOTEN on beliefin true news from mainstream sources owing
to a ceiling effect, as many of our respondents in the control group
(those who were not encouraged tosearch) already rate true news from
mainstream sources correctly as true (between 65-80% across all five
studies). Taken together, these heterogeneous effects across false and
true news articles paint a comprehensive and complex picture of the
online search effect.

Discussion

Across five studies, we found that the act of SOTEN canincrease belief
inhighly popular misinformation by measurable amounts. This result
is consistent and robust across five different experimental contexts
for the point in time investigated. To better understand the effect
of SOTEN and identify potential remedies, we assessed the relative
importance of the quality of information returned by search engines
in increasing belief in misinformation. Using digital trace data, we
provide evidence consistent with the existence of data voids insofar
aswe find that, whenindividuals search online about misinformation,
they are more likely to be exposed to lower-quality information than
whenindividuals search about true news. Importantly, this exposure
may matter: those who are exposed to low-quality information are
morelikely to believe false/misleading news stories tobe true relative
tothose who are not. Finally, we found evidence that SOTEN increases
beliefin true news from low-quality sources, butinconsistent evidence
ofthe effect of SOTEN onbeliefin true news from mainstream sources.
The implications of these heterogeneous effects across article verac-
ity and source quality will depend on how people use search engines
(that is, the prevalence of searching about false or true news). While
practitioners and policymakers must balance the heterogeneous effects
of SOTEN across article veracity and source quality, we think that the
increase inbeliefin misinformation should be of particularimportance
when designing digital media literacy interventions that recommend
search as a potential strategy. To be clear, there is a related dynamic
that is worthwhile to study, but is not fully captured in this design:
namely, online users have full discretion, often without encourage-
ment, around which stories or topics to evaluate through online search.
While this process should be the subject of future research that builds
onwhatwe have learned here, itis the case that our current study cap-
tures theimpact ofthe intended effect of search-based interventions.
Specifically, the interventions previously cited?™ aim to expand the
use of online search engines to evaluate the veracity of news, with the
explicit goal of reducing belief in misinformation. However, the impact
of'searchhasyettobe established and, therefore, while our design does
not perfectly capture the effect of disseminating this recommenda-
tion ‘in the wild’, our results indicate the probable effect of the simple
intervention if it were adopted. It should also be noted that a number
of media literacy education programmes, such as the Civic Online
Reasoning curriculum, provide alarger set of instructions in addition
to the search recommendation; however, given the prevalence of the
search recommendation across media literacy interventions and the
ease with which people can adopt the recommendation, we think that
itisimportant to understand the effect of online search with limited
guidance. While our preregistered analysis focuses on the treatment
groups whowere encouraged to search, we also performed exploratory
analysis using control group data that more closely speak to the search
effect when people have full discretion over what to search. Using these
data, we find a similar effect: people who, without encouragement,
searched to evaluate misinformation were more likely to believe it
(Extended Data Fig. 7). Future studies could consider using observa-
tional data to measure the behaviouralimpact of disseminating digital
medialiteracy guides, but we think that abetter understanding of the
impact of SOTEN is a key first step.
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Inaddition to this limitation, we do not allow individuals to selectinto
the news that they would normally read. Allowing this self-selectionin
communication studies can be of particularimportance, as we would
like to determine the effect of search on news articles individuals in
our study actually read outside of the laboratory*. Indeed, studies
that do not allow for this self-selection may not correctly identify the
heterogeneity of effects across individuals. In our case, we believe
exposing individuals to highly popular articles that are widely circu-
lating on social media in the period of most likely exposure captures
atleastanimportant part of the pattern of online news consumption.
Individuals on social media are becoming more likely to be exposed
to viral news on their social media feeds that no longer solely present
individuals withwhat their friends are sharing. Given this shiftin online
news consumption patterns, we believe that measuring the search
effect on highly popular articles is a strength of our design.

The QAnon movement recommends that people “do the research”
themselves*’, which seems like a counter-intuitive strategy for a
conspiracy-theory-oriented movement. However, our findings suggest
that the strategy of pushing people to verify low-quality information
online might paradoxically be even more effective at misinforming
them. For those who wish to learn more, they risk falling into data
voids—or informational spaces in which there is plenty of corrobo-
rating evidence from low-quality sources—when using online search
engines, especially if they are doing ‘lazy searching’ by cutting and
pasting a headline or URL. Our findings highlight the need for media
literacy efforts combatting the effects of misinformation to ground
their recommendationsinempirically tested interventions, as well as
searchenginestoinvestinsolutionsto the challengesidentified here.
Forexample, recent developmentsin the space—such as the expansion
of teaching lateral reading strategies* and Google’s warning when no
credible information is available for given search queries**—are inter-
esting steps in this direction and deserve further testing.

Online content
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Methods

Inall six studies, we received informed consent from all of the partici-
pants. We also excluded participants for inattentiveness. The research-
erswerenotblinded to the hypotheses when carrying out the analyses.
All experiments were randomized. No statistical methods were used
to predetermine sample size.

The preregistration for studies1and2is available online (https://osf.
io/akemx/). The methods that we use for all six studies are based on the
analysis outlined by this preregistration. It specified that all analyses
would be performed at the level of the individual item (that is, one data
point per item per participant) using linear regression with standard
errors clustered on the participant. The linear regression was prereg-
istered to have a belief in misinformation dummy variable (1 = false/
misleading article rated as ‘true’; O = article rated as ‘false/misleading’
or ‘could not determine’) as the dependent variable and the follow-
ing independent variables: treatment dummy (1 = treatment group;
0 = control group), education (1=no high school degree; 2 = high
school degree; 3 = associates degree; 4 = bachelors degree; 5 = mas-
ters degree; 6 = doctorate degree), age, income (0 = US$0-50,000;
1=US$50,000-100,000;2 = US$100,000-150,000; 3 = US$150,000+),
gender (1 = self-identify as female; O = self-identify as not female) and
ideology (-3 = extremely liberal; -2 = liberal; -1 = slightly liberal;
0 =moderate;1=slightly conservative; 2 = conservative; 3 = extremely
conservative). A full description of our variables used in studies 1-4
and study 5is provided in Supplementary Informationland]. We also
stated that we would repeat the main analysis using seven-point ordinal
form (1,: definitely false to 7, definitely true) in addition to our cat-
egorical dummy variable. Our key prediction stated that the treatment—
encouraging individuals to search online—would increase belief in
misinformation, which is the hypothesis tested in this study.

However, such an analysis does not account for the likely heteroge-
nous treatment effect across articles evaluated or whether the respond-
entwasideologically congruentto the perspective of the article. Given
this, we deviated from our preregistered plan on two distinct points:
(1) to control for the likely heterogeneity in our treatment effect across
articles, we add article fixed effects and cluster the standard errors
at the article level* in addition to at the individual level; and (2) we
replace theideology variable witha dummy variable that accounts for
whether anindividual’sideological perspective is congruent with the
article’s perspective. Given that the congruence of one’s ideological
perspective withthat of thearticle, and notideology per se, likely affects
beliefin misinformation, we think that thisis the proper variable to use.
Althoughwe deviate from these aspects of the preregistered analysis,
theresults for studies 1-4 using this preregistered model are provided
in Extended Data Fig. 8. The results from these models support the
hypothesis even more strongly than the results that we present in the
main text of this paper.

Article-selection process
To distribute arepresentative sample of highly popular news articles
directly after publication to respondents, we created a transparent,
replicable and preregistered article-selection process that sourced
highly popular false/misleading and true articles from across theideo-
logical spectrum to be evaluated by respondents within 24-48 h of their
publication. In study 4 (in which we sent only articles about COVID-19
torespondents), we delayed sending the articles to respondents for an
additional 24 hto enable us to receive the assessment from our profes-
sional fact-checkers before sending the articles out to respondents.
Doing so enabled us to communicate fact-checker assessments to
respondents once they had completed their own assessment, therefore
reducing the chance of causing medical harm by misinforming a survey
participant about the pandemic.

We sourced one article per day from each of the following five news
streams: liberal mainstream news domains; conservative mainstream

news domains; liberal low-quality news domains; conservative
low-quality news domains; and low-quality news domains with no clear
political orientation. Each day, we chose the most popular online arti-
clesfromthesefive streams that had appearedinthe previous 24 hand
sentthemto respondents who wererecruited either through Qualtrics
(studies 1-4) or Amazon’s Mechanical Turk (study 5). An explanation
of our sampling technique on Qualtrics and Mechanical Turk, why we
chose the services and why we believe that these results can be gen-
eralized is provided in Supplementary Information D. Collecting and
distributing the most popular false articles directly after publication
is akey innovation that enabled us to measure the effect of SOTEN on
belief in misinformation during the period in which people are most
likely to consumeiit. Instudy 3, we used the same articles used in study 2,
but distributed them to respondents 3 to 5 months after publication.

To generate our streams of mainstream news, we collected the top
100 news sites by US consumption identified by Microsoft Research’s
Project Ratio between 2016 and 2019. To classify these websites as
liberal or conservative, we used scores of media partisanship froma
previous study*®, which assigns ideological estimates to websites on
the basis of the URL-sharing behaviour of social media users: websites
with a score of below zero were classified as liberal and those above
zerowere classified as conservative. The top ten websitesin each group
(liberal or conservative) by consumption were then chosen to cre-
ate aliberal mainstream and conservative mainstream news feed. For
our low-quality news sources, we relied on the list of low-quality news
sources from a previous study® that were still active at the start of our
study in November 2019. We subsequently classified all low-quality
sourcesintothree streams: liberal leaning sources, conservative lean-
ing sources and those with no clear partisan orientation. Thelist of the
sourcesinallfive streams, as well as an explanation for how theideology
for low-quality sources was determined, is provided in Supplementary
Information E (Supplementary Tables 67-71).

Oneachdayofstudies1,2and 5, we selected the most popular article
fromthe past24 h. We used CrowdTangle, a content discovery and social
monitoring platform that tracks the popularity of URLs on Facebook
pages, for the mainstream sources, and RSS feeds, for the low-quality
sources, from each of the five streams. We used RSS feeds for the
low-quality sources instead of CrowdTangle because the Facebook
pages of most low-quality sources had been banned and were there-
fore not tracked by CrowdTangle. Articles chosen by this algorithm
therefore represent the most popular credible and low-quality news
from across the ideological spectrum. The number of public Twitter
(recently renamed X) posts and public Facebook group posts that con-
tained each articlein studies 1,2 and 3 is provided in Supplementary
Tables 72 and 73 in Supplementary Information G. In study 3, we used
thesamearticlesusedinstudy 2, but distributed themtorespondents
3to5Smonths after publication. In study 4, to test whether this search
effect is robust to news stories related to the COVID-19 pandemic, we
sampled only the most popular articles of which the central claim cov-
ered the health, economic, political or social effects of COVID-19. During
study 4 and 5, we also added a list of low-quality news sources known
to publish pandemic-related misinformation, which was compiled by
NewsGuard.

Itis important to note that we are testing the search effect during
the time period in which our studies run (from study 1in late 2019 to
study 5inlate 2021). Itis possible that, over time, the online informa-
tion environment may change as the result of new search strategies
and/or search algorithms.

Surveys

Ineach study, we sent out an online survey that asked respondents abat-
tery of questionsrelated to the daily articles that had been selected by
our article-selection protocol, as well as alitany of demographic ques-
tions. While they completed the survey within the Qualtrics platform,
they viewed the articles directly on the website where they had been
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originally published. Respondents evaluated each article using a variety
of criteria, the most germane of which was a categorical evaluation
question: “Whatis your assessment of the central claimin the article?”
to which respondents could choose from three responses: (1) true;
(2) misleading/false; and (3) could not determine. Therespondents were
also asked to assess the accuracy of the news article on a seven-point
ordinalscale ranging from 1 (definitely not true) to 7 (definitely true).
Instudy 5, we also asked the respondents to evaluate articles based ona
four-point ordinal scale: “to the best of your knowledge, how accurate
is the central claimin the article?” (1) Not at all accurate; (2) not very
accurate; (3) somewhat accurate; and (4) Very accurate.

We ran our analyses using both categorical responses and the ordi-
nal scale(s). To assess the reliability and validity of both measures, we
predict the rating of an article on a seven-point scale using a dummy
variable measuring whether thatrespondent rated thatarticle astrue
onthe categorical measure using asimple linear regression. We found
that, across each study, rating an article as true on average increases
the veracity scale rating on average by 2.75 points on the seven-point
scale (approximately 1.5 s.d. of the ratings on the ordinal scale). The full
results are shownin Extended DataFig. 9. To ensure that responses that
we use were actually from respondents who evaluated articlesin good
faith, tworelatively simple attention checks for each article, whichdo
not depend on any ability associated with the evaluation task, were
used. If arespondent failed any of these attention checks, all of their
evaluations were omitted from this analysis. These attention check
questions can be found in Supplementary Information F.

Determining the veracity of articles

One of the key challenges in this study was determining the veracity
of the article in the period directly after publication. Whereas many
studies use source quality as a proxy for article quality, not all articles
fromsuspect news sites are actually false®. Other studies have relied on
professional fact-checking organizations such as Snopes or Politifact to
identify false/misleading stories from these sources**8, However, the
use of evaluations from these organization isimpossible when sourcing
articlesinreal time because we have no way of knowing whether these
articles will ever be checked by such organizations. As an alternative
evaluation mechanism, we hired six professional fact checkers from
leading national media organizations to also assess each article during
the same 24 h period asrespondents. Instudies 4 and 5, given the onset
of the pandemic and the potential harm caused by medical misinfor-
mation, the professional fact-checkers rated the articles 24 h before
therespondents so that we could show respondents the fact-checkers’
ratings of each article immediately after completion of the survey.
These professional fact-checkers were recruited from a diverse group
of reputable publications (none of the fact-checkers were employed
byapublicationincludedin our studies to ensure no conflicts of inter-
est) and were paid US$10.00 per article. The modal response of the
professional fact checkersyielded 37 false/misleading, 102 true and 16
indeterminate articles from study 1. Most articles were evaluated by
five fact-checkers; afew were evaluated by four or six. A different group
of six fact-checkers evaluated all of the articles during studies 4 and 5
relative to studies 1-3. We use the modal response of the professional
fact checkers to determine whether we code an article as ‘true’, false/
misleading’ or ‘could not determine’. We are then able to assess the abil-
ity of our respondents to identify the veracity of an article by compar-
ing their response to the modal professional fact checker response.In
terms of inter-rater reliability among fact-checkers, we report aFleiss’
Kappascore of 0.42 for all fact-checker evaluations of articles used in
this paper. We also report the article-level agreement between each
pair of fact-checkers and average weighted Cohen kappascore between
each pair of fact-checkersin Supplementary Table 74 in Supplementary
Information K. These scores are reported for the articles that were
rated by five professional fact-checkers. Although this level of agree-
mentis quite low, itis slightly higher than other studies that have used

professional fact-checkers to rate the veracity of both credible and
suspect articles using similar scale our fact-checkers used®. This low
level of agreement of professionals over what is misinformation may
also explainwhy so many respondents believe misinformation and why
searching online does not effectively reduce this problem. Identifying
misinformation is a difficult task, even for professionals.

Wealso presentall of the analyses in this paper using only false/mis-
leading articles with a robust mode—which we define as any modal
response of fact-checkers that would not change if one professional
fact-checker changed their response—to remove articles where there
was higher levels of disagreement among professional fact-checkers.
These results canbe found in Supplementary Table 74 Supplementary
Information K. We found that the direction of our results does not
change when using the false/misleading articles with a robust mode,
although the effectis nolonger statistically significant for 2 out of the 4
studies using the categorical measure and 1out of the 4 studies using the
continuous measure. To determine whether the search effect changes
withtherate of agreement of fact-checkers, werananinteraction model
and present the results in Extended Data Fig. 10. We found that the
search effect does appear to weaken for articles that fact-checkers
most agree are false/misleading. Put another way, the search effect
is strongest for articles in which there is less fact-checker agreement
thatthearticleis false, suggesting that online search may be especially
ineffective when the veracity of articles is most difficult to ascertain.
Although this is the case, the search effect for only false/misleading
articles with arobust mode (one fact-checker changing their decision
from false/misleading to true will not change the modal fact-checker
evaluation) is still quite consistent and strong. These results are pre-
sented in Supplementary Figs. 2-5in Supplementary Information M.

Study1

Instudy 1, wetested whether SOTEN affects beliefin misinformationin
arandomized controlled trial that ran for 10 days. During this study, we
asked two different groups of respondents to evaluate the same false/
misleading or true articles in the same 24 h window, but asked only
one of the groupsto do this after searching online. We preregistered a
hypothesis that both false/misleading and true news were more likely
to berated as true by those who were encouraged to search online.
This study was approved by the New York University Committee on
Activities Involving Human Subjects (IRB-FY2019-3511).

Participants and materials

On ten separate days (21 November 2019 to 7 January 2020), we ran-
domly assigned a group of respondents to be encouraged to search
online before providing their assessment of the article’s veracity. Over
these 10 days, 13 different false/misleading articles were evaluated by
individuals in our control group who were not requested to search
online (resulting in 1,145 evaluations from 876 unique respondents)
andthosein our treatment group who wererequested to searchonline
(resulting in1,130 evaluations from 872 unique respondents). The arti-
cles used during this study can be found in Supplementary Tables 1-5
inSupplementary Information A.

Procedure

The participants in both the control and treatment group were given
thefollowing instructions at the beginning of the survey: “In this survey
you will be asked to evaluate the central claim of three recent news
articles”. We then presented the participants with three out of five
articles selected that day randomly (no articles could be shownto a
respondent more than once). For eacharticle, therespondentsineach
group were asked a series questions about the article, such as whether
itisanopinionarticle, theirinterestin thearticle, and their perceived
reliability of the source. Those in the control group were presented with
the veracity questions most relevant to this study: “What is your assess-
ment of the central claim in the article?” with the following options:



(1) true: the central claim you are evaluating is factually accurate.
(2) Misleading and/or false: misleading: the central claim takes out
of context, misrepresents or omits evidence. False: the central claim
is factually inaccurate. (3) Could not determine: you do not feel you
canjudge whether the central claimis true, false or misleading. The
participants were also asked a seven-point ordinal scale veracity ques-
tion: “now that you have evaluated the article, we areinterested in the
strength of your opinion. Please rank the article on the following scale:
1(definitely nottrue), 2,3,4,5, 6,7 (definitely true)”. Differing from the
control group, the participants in the treatment group (encouraged
to search for additional information) were given instructions before
these two veracity questions (see below). These instructions encour-
aged themto searchonline and asked the respondents questions about
their search online.

Instructions to find evidence to evaluate central claim. The following
instructions were provided torespondentsin studies1-5before SOTEN.

“The purpose of this sectionis to find evidence from another source
regarding the central claim that you're evaluating. This evidence should
allowyoutoassess whether the central claimis true, false or somewhere
inbetween. Guidance for the finding evidence for or against the central
claimyou’ve identified:

(1) By evidence, we mean an article, statement, photo, video, audio
or statistic relevant to the central claim. This evidence should be
reported by some other source than the author of the article you
areinvestigating. This evidence caneither support theinitial claim
or go againstit.

(2) Tofind evidence about the claim, you should use a keyword search
onasearch engine of your choice or within the website of a particular
source you trust as an authority on the topic related to the claim
you’re evaluating.

(3) We ask that you use the highest-quality pieces of evidence to evalu-
ate the central claim in your search. If you cannot find evidence
aboutthe claim fromasource that you trust, you should try to find
the most relevant evidence about the claim you can find from any
source, even one you don’t trust.

For additional instructions explaining how to find evidence please
click this text” (these additional instructions are provided in Supple-
mentary Information H, and the instructions that we gave respond-
ents for the extra study omitting some instructions are provided in
Supplementary Information O).

We next presented respondents with the following four questions:
(1) What are the keywords you used to research this original claim? If

you searched multiple times, enter just the keywords you used on
your final/successful search. If you used a reverse image search,
please enter “reverse image search” in the text box.

(2) Which of the following best describes the highest quality evidence
you found about the claimin your search? Possible responses: (A) |
found evidence fromasource thatItrust. (B) I found evidence, but
it'sfromasourcethatldon’'tknowenough aboutto trust or distrust.
(C) Ifound evidence, but it’s from a source that I don’t trust. (D) |
did not find evidence about this claim.

(3) Evidence link: please paste the link for the highest quality evidence
you found (paste only the text of the URL link here. Do not include
additional text from the webpage/article, etc.). If you did not find
any evidence, please type the following phrasein the text box below:
“No Evidence”.

(4) Additional evidence links: if you use other different evidence sources
that are particularly helpful, please paste the additional sources
here.

After the participants read the instructions and were asked these
questions about their online search, thosein the treatment group were
presented with the two veracity questions of interest (categorical and

seven-point ordinal scale). In both the control and treatment condi-
tions, the response options were listed in the same order as they are
listed in this section.

Analysis plan
This analysis was preregistered (https://osf.io/akemx/).

Balance table. Supplementary Table 95 in Supplementary Information
Qcomparesbasic demographicvariablesamongrespondentsinthe con-
troland treatmentgroup. This table shows that respondents were similar
across demographic variables, except forincome. Those in the control
group self-reported making higher levels of income than those in the
treatment group. We did not record the data for 83.2% of those who en-
tered the survey and werein the control group and 85.8% of thosein the
treatmentgroup. The majority of respondents dropped out of the survey
atthebeginning. About 66% of all respondents who entered the survey
refused to consent or did not move past the first two consent questions.
Taken together, of all of the respondents who moved past the consent
questions, 51% of respondents dropped out of the survey in the control
group and 58% of the respondents dropped out of the survey in the treat-
mentgroup. About 11% of those who did not complete the survey did so
because they failed the attention checks and were removed from the
survey.

Study 2. Study 2 ran similarly to study 1, but over 29 days between 18
November 2019 and 6 February 2020. In each survey that was sent in
study 1, we asked respondentsin the control group to evaluate the third
article they received asecond time, but only after looking for evidence
online (using the same directions to search online that participantsin
study 1received).

This study measures the effect of searching online on beliefin misin-
formationbut, instead of running abetween-respondent random con-
troltrial, we runawithin-respondent study. In this study, the participants
firstevaluated articles without being encouraged to search online. After
providing their veracity evaluation on both the categorical and ordinal
scales, they were encouraged to search online to help themre-evaluate
thearticle’s veracity using the sameinstructions as fromstudy 1. This is
probably a more difficult test of the effect of searching online, as indi-
viduals have already anchored themselves to their previous response.
Literature on confirmation bias leads us to believe that new information
will have the largest effect when individuals have not already evaluated
thenewsarticle onits own. Thus study therefore enables usto measure
whether the effect of searching online is strong enough to change an
individual’s evaluation of a news article after they have evaluated the
articleonits own. We did not preregister a hypothesis, but we did pose
this as an exploratory research question in the registered report for
study 1. This study was approved by the New York University Committee
on Activities Involving Human Subjects (IRB-FY2019-3511).

Participants and materials. During study 2, 33 unique false or mislead-
ing articles were evaluated and re-evaluated by 1,054 respondents.
We then compared their evaluation before being requested to search
online and their evaluation after searching online. The articles used
during this experiment are provided in Supplementary Tables 6-12
inSupplementary Information A. Summary statistics for all of the res-
pondents in this study are presented in Supplementary Table 96 in
Supplementary Information Q.

Procedure. Similar to study 1, respondentsinitially evaluated articles as
ifthey wereinthe controlgroup, but after they finished their evaluation
they were then presented with this text: “Now that you have evaluated
thearticle, we would like you evaluate the article again, but this time find
evidence from another source regarding the central claim that you're
evaluating”. They were then prompted with the same instructions and
questions as the treatment group in study 1.
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Analysis plan. This analysis was posed as an exploratory research
questionin theregistered report for study 1.

Study 3. Although no pre-analysis plan was filed for study 3, this study
replicated study 2 using the same materials and procedure, but was
run between 16 March 2020 and 28 April 2020, 3-5 months after the
publicationof each these articles. This study set out to test whether this
search effect remained largely the same months after the publication
of misinformation when professional fact-checks and other credible
reporting on the topic are hopefully more prevalent. This study was
approved by the New York University Committee on Activities Involv-
ing Human Subjects (IRB-FY2019-3511).

Participants and materials. In total, 33 unique false or misleading
articles were evaluated and re-evaluated by 1,011 respondents. We then
compared their evaluation before being requested to search online
and their evaluation after searching online. The articles used during
this experiment are provided in Supplementary Tables 6-12 in Sup-
plementary Information A. Summary statistics for all respondents in
thisstudy are presented in Supplementary Table 97 in Supplementary
Information Q.

Analysis plan. No preregistration was filed for this study.

Study 4. Although no pre-analysis plan was filed for study 4, this study
extended study 2 by asking individuals to evaluate and re-evaluate
highly popular misinformation strictly about COVID-19 after search-
ing online. This study was run over 8 days between 28 May 2020 to 22
June 2020. In the ‘Article-selection process’ section, we describe the
changes thatwe madeinour article-selection process to collect these
articles. We collected these articles and sent them out to be evaluated
by respondents. This study measured whether the effect of search-
ing online on belief in misinformation still holds for misinformation
about asalient event, in this case the COVID-19 pandemic. This study
was approved by the New York University Committee on Activities
Involving Human Subjects (IRB-FY2019-3511). This IRB submission
is the same as the one used for studies 1, 2 and 3, but it was modi-
fied and approved in May 2020 before we sent out articles related to
COVID-19.

Participants and materials. A total of 13 false or misleading unique
articles was evaluated and re-evaluated by 386 respondents. We then
compared their evaluation before being requested to search online
(the treatment) and their evaluation after searching online. The
articles used during this experiment are provided in Supplementary
Tables13-17 in Supplementary Information A. Summary statistics for
all of the respondents in this study are presented in Supplementary
Table 98 in Supplementary Information Q.

Analysis plan. No preregistration was filed for this study.

Study 5. To test the effect of exposure to unreliable news on belief in
misinformation, we ran a fifth and final study that combined survey
and digital trace data. This study was almost identical to study 1, but
we used a custom plug-in to collect digital trace data and encouraged
the respondents to specifically search online using Google (our web
browser plug-incould collect search results only froma Google search
result page). Similar to study 1, we measured the effect of SOTEN on
beliefin misinformationinarandomized controlled trial that ranon12
separate days from 13 July 2021 to 9 November 2021, during which we
asked two different groups of respondents to evaluate the same false/
misleading or true articles in the same 24 h window. The treatment
group was encouraged to search online, while the control group was
not. This study was approved by the New York University Committee
on Activities Involving Human Subjects (IRB-FY2021-5608).

Participants and materials. Unlike the other four studies, these
respondents were recruited through Amazon Mechanical Turk. Only
workers withinthe United States (verified by IPaddress) and those with
above a 95% success rate were allowed to participate. We were unable
torecruitarepresentative sample of Americans using sampling quotas
owing to the difficulty of recruiting respondents from Amazon Mechan-
ical Turk who were willing to install aweb-tracking browser extension
inthe 24 h period after our algorithm selected articlesto be evaluated.

Over12 daysduringstudy 5,agroup of respondents were encouraged
to SOTEN before providing their assessment of the article’s veracity
(treatment) and another group was not encouraged to search online
when they evaluated these articles (control). A total of 17 different
false/misleading articles were evaluated by individuals in our control
group who were not encouraged to search online (877 evaluations
from 621 unique respondents) and those in our treatment group who
were encouraged to search online (608 evaluations from 451 unique
respondents). The articles used during this experiment are provided
in Supplementary Tables 18-22 in Supplementary Information A. We
do not find statistically significant evidence that respondents who
we were recruited to the control group were different on a number of
demographic variables. Supplementary Table 99 in Supplementary
Information Q comparesthose inthe treatment and control group. Only
20% of those in the control group who consented to participate in the
survey dropped out of the study, whereas 62% of those who entered the
survey and werein the treatment group dropped out of the study. This
differencein compliance rates canbe explained by the differenceinthe
web extension for the treatment group relative to the one given to the
control group. For technical reasons related to capturing HTML, the
respondentsin the treatment group had towaitatleast 5 s for the web
extensionthatwasinstalled to collect their Google search engine results,
which may have resulted in some respondents accidentally removing
the web extension. If they did not wait for 5 s ona Google searchresults
page, the extension would turn off and they would have to turnit back
on. Theseinstructions were presented clearly to the respondents, but
probably resulted in differencesin compliance. This differential attrition
does not result in any substantively meaningful differences between
those who completed the survey in the treatment and control group
asshowninSupplementary Table 99 inSupplementary Information Q.

Procedure. The participants in both the control and treatment group
were given the following instructions at the beginning of the survey:
“In this survey you will be asked to evaluate the central claim of three
recent news articles”. Those assigned to the treatment group were
then asked to install a web extension that would collect their digital
trace dataincluding their Google search history. They were presented
with the following text: “In this section we will ask you to install our
plugin and then evaluate three news articles. To evaluate these news
articles we will ask you to search online using Google about each news
article online and then use Google Search results to help you evalu-
ate the news articles. We need you to install the web extension and
then search on Google for relevant information pertaining to each
articlein order for us to compensate you”. They were then presented
with instructions to download and activate the “Search Engine Re-
sults Saver”, which is available at the Google Chrome store (https://
chrome.google.com/webstore/detail/search-engine-results-sav/mjd
fiochiimhfgbdgkielodbojlpfcbl?hl=en&authuser=2). Those assigned
to the control group were also asked to install a web extension that
collected their digital trace data, but not any search engine results.
They were presented with the following text: “In this section we will
askyoutoinstall our plugin and then evaluate three news articles. You
must install the extension, log in and keep this extension on for the
wholesurvey to be fully compensated”. They were then presented with
instructions to download and activate URL Historian, which is avail-
able at the Google Chrome store (https://chrome.google.com/web-
store/detail/url-historian/imdfbahhoamgbblienjdoeafphingdim).
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Both thosein the control and treatment group were asked to download
and install a web extension that tracked their web behaviour to limit
varyinglevels of attrition across both groups, due to the unwillingness
or inability of respondents to install this kind of extension. After the
respondents downloaded their respective web extension, the study
ranidentical to study 1.

Digital trace data. By asking individuals to download and activate
web browsers that collected their URL history and scraped their search
engine results, we were able to measure the quality of news they were
exposed to when they searched online. We were unable to collect this
dataifrespondents did not search on Google, deactivated their web
browser while they were taking the survey, or did not wait on a search
engineresult page for atleast5s. Thus, intotal for the 653 evaluations
of misinformationin our treatment group, we collected Google search
results for 508 evaluations (78% of all evaluations). We also collected
the URL history of those in the control group, but did not use these
datain ouranalyses. For most demographic characteristics (age, gen-
der,income and education), we have statistically significant evidence
that respondents from whom we were able to collect search engine
results were slightly different compared with those from whom we
were not able to collect these results. We find that participants from
whom we were able to collect this digital trace data were more likely
to self-identify as liberal by about 0.8 on a seven-point scale, more
likely to self-report higher levels of digital literacy and less likely to
self-identify as female. Supplementary Table 100 in Supplementary
Information Q compares complying and non-complying individuals
within the treatment group. Those compliant in the treatment group
were slightly younger by two and a half years and slightly more likely
tobemale.

Analysis plan. No preregistration was filed for this study.

When we analysed the effect of the quality of online information,
weincluded only those in the control group who kept their web exten-
siononduring the survey to limit possible selection bias effects. In the
control group, 93% of the respondents evaluated a false/misleading
article in the control group installed the web extension that tracked
their own digital trace data throughout the whole survey. Similar to
the treatment group, we do find that those for whom we were able to
collect this digital trace data were more likely to self-identify as lib-
eral by about 0.55 onaseven-point scale and more likely to self-report
higher levels of digital literacy. The magnitude of these differences
are modest and the direction of these differences are identical to the
differences in the treatment group. Supplementary Table 101 in Sup-
plementary Information Q compares complying and non-complying
individuals within the control group. We do not see large differences
inhow those who are compliantinthe control group differ fromthose
who are compliant in the treatment group. Supplementary Table 102
in Supplementary Information Q compares complying individuals in
the treatment and control groups.

To measure the quality of search results, we use scores from News-
guard, aninternet plug-in that informs users whether a site that they
areviewingis reliable. NewsGuard employs ateam of trained journal-
ists and experienced editors to review and rate news and information
websites based on nine criteria. The criteria assess basic practices of
journalistic credibility and transparency, assigning a score from O to
100. Sites with ascore below 60 are deemed to be unreliable, and those
withascore of above 60 are deemed to be reliable. NewsGuard has rat-
ings for over 5,000 online news domains, responsible for about 95% of
all the news consumed in the United States, United Kingdom, France,
Germany and Italy. More informationis available online (https://www.
newsguardtech.com). A sample of their ratings can be found online
(https://www.newsguardtech.com/ratings/sample-nutrition-labels/).
The full list of online news domains and their ratings is licensed by
NewsGuard to approved researchers.

Study 6. Study 6 tests whether the search effects that we identify on
beliefin false/misleading and true articles still hold when we change
the instructions we present to respondents. To this end, we ran an
experiment similar tostudy 1, but we added two other treatment arms
inwhichwe encouraged individuals to search online to evaluate news.
This study was approved by the New York University Committee on
Activities Involving Human Subjects (IRB-FY2019-3511).

Ethics. We complied with all relevant ethical regulations. All of
the studies were reviewed and approved by the NYU Institutional
Review Board (IRB). Studies 1, 2, 3 and 4 were approved by NYU IRB
protocol IRB-FY2019-351. Study 5 was approved by NYU IRB protocol
IRB-FY2021-5608. Study 6 was approved by a modified NYU IRB pro-
tocol IRB-FY2019-3511. All of the experimental participants provided
informed consent before taking part. The participants were given the
option to withdraw from the study while the experiment was ongoing
as well asto withdraw their data at any time.

Reporting summary
Further information on research design is available in the Nature
Portfolio Reporting Summary linked to this article.
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Effect of Searching Online on Belief in News
Dependent on Type of Instructions

Extended DataFig.1| The online search effect using different onlinesearch
instructions (categorical veracity measure). This figure displays the average
treatment effect of SOTEN on rating a false/misleadingarticle as true and

95 percent confidence intervals using different online searchinstructionsin
Study 6. It shows that the effect of searching online increases the probability
ofrating afalse/misleading article as true regardless of the instructions given
torespondents. When comparing the control group (N=1,113) to treatment
group1(N=1,075; the same instructions used in Studies 1-5), treatment group 2

(N=1,034; limited instructions), and treatment group 3 (N=1,036; no
instructions), searching online increased the likelihood of rating false/misleading
news astrue by 0.09 (P=0.0027),0.05 (P=0.0389),and 0.05 (P=0.0021)
respectively. The effects of online search were similar for true news from
mainstream sources and true news from low-quality sources. All effects are
estimated using ordinary least squares with article fixed effects and standard
errors clustered at the individual and article level.
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Extended DataFig.2|Search effect acrossself-reported politicalideology.  N=226,N=276),5(N=757,N=465,N=249). Generally, the effect sizes are

This figure presents the effect of searching online on rating a false/misleading quite similar across political ideological groups. All effects are estimated using
articleastrue and 95 percent confidence intervals subset by politicalideology ordinaryleastsquares witharticle fixed effects and standard errors clustered
(Liberal, Moderate, and Conservative) in during Studies1(N=780,N="712, attheindividualand articlelevel.
N=783),2(N=664,N=670,N=686),3(N=700,N=594,N=670),4 (N=270,
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Extended DataFig.3|Whois mostsusceptible to unreliable information
whensearching for more information? (Study 5). Panels a through b present
theeffect of searching online onratinga false/misleadingarticle astrue and 95
percent confidence intervals during Study 5 as a unit of the standard deviation
ofthe dependentvariable. Marginal effects are subset by the quality of news
returnedin their search engineresults (top 50% and bottom 50% of average
source quality of news returned). Panel apresents the effect of being encouraged
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tosearchonlineamong thoseideologically congruent with the ideological
perspective of the item of misinformation they are evaluating (N = 562, N = 320),
while panel b presents the search effect of being encouraged to search online
among thoseideologically incongruent with the ideological perspective of the
item of misinformation they are evaluating (N =790, N = 428). All effects are
estimated using ordinary least squares with article fixed effects and standard
errors clustered at the individual and article level.
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affectbeliefin misinformation? (Study 5) - excluding original articlein
searchresults analysis. Panel a presents the proportion of individuals who,
whensearching online about a false/misleading or true article, are exposed to
differentlevels of unreliable news sites in Google search results. Panel b presents
the average treatment effects and 95 percent confidence intervals for linear
regression models measuring the effect of searching online during Study 5
(N=1,485)asaunitofthestandard deviation of the dependent variable.
Searchingonlineincreased the probability arespondent rated a false/misleading
articleas true. Subsetting the treatment group by the quality of news returned
intheirsearchengineresults, Panel cand d present these same average treatment
effectsand 95 percent confidence intervals. Panel c shows that the probability
anindividual rates misinformation as true is higher than the control group
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amongrespondents who are exposed to at least one unreliable news site

(N =986). The probability anindividual a false/misleading article as trueis not
different than the control group among respondents who are exposed to only
veryreliable news (N = 958). Panel d shows that the probability anindividual
rates afalse/misleadingarticle astrue than the control group amongrespondents
who are exposed to the lowest quartile of news quality (N=1,006) and second
lowest quartile of news quality (N =1,005). The probability anindividual rates a
false/misleadingarticle as true is not different than the control group among
respondents who are exposed to the second highest quartile of news quality
(N=1,005) and the highest quartile of news quality (N=1,006). All effects are
estimated using ordinary least squares with article fixed effects and standard
errors clustered at the individual and article level.
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Extended DataFig. 6 | Fig. 4 with 7-point ordinal scale. Panel a presents
theeffect of rating true news as true and false/misleading news as true and

95 percent confidence intervals using a seven-point ordinal scale during
Studies1(N=6,269,N=2,275),2(N=6,046,N=2,020),3(N=5,098, N=1,964),
4(N=1,420,N=772),and 5 (N =3,141,N =1,485). Panel b the effect of rating true
news as true from low-quality sources, true news as true from mainstream
sources, and false/misleading news as true and 95 percent confidence intervals

The Effect of Searching Online
on Perceived Veracity
(7-point Ordinal Scale)

The Effect of Searching Online
on Perceived Veracity
(7-point Ordinal Scale)

during Studies1(N=2,782,N=3,487,N=2,275),2(N=2,596,N=3,450,N=2,020),
3(N=2,490,N=3,418,N=1,964),4 (N=516,N=904,N=772),and 5(N=1,350,
N=1,791,N =1,485). Panel c presents the effect of rating true news as true from
low-quality sources, true news as true from mainstream sources, and false/
misleading news as true and 95 percent confidence intervals for between-
respondent experiments (Studies1andS) (N=4,132,N=5,278, N =4,756) and
within-respondent experiments (Studies2-4) (N=5,602,N=7,702,N = 3,760).
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Extended DataFig.7|Effect of SOTEN about false/misleading news articles
whenunprompted. This figure presents the effect of SOTEN unprompted on
rating afalse/misleading article as true and 95 percent confidence intervals
using a categorical measure in panelaand a7-point ordinal scalein panel b for
Studies1(N=1,145),2 (N =1,010),3 (N =982),4 (N =386, and all four studies
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pooledtogether (N=3,523). When pooled together we observe that searching
onlineincreases rating a false/misleading news article by 0.086 (P=0.0102,
Cohen’sD=0.18, N=3,523) and increases perceived veracity on aseven-point
ordinalscaleby 0.278 (P=0.0463, Cohen’sD=0.16, N=3,523).
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Extended DataFig. 8| The effect of searching online onbeliefin
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Panelsaandb present the average treatment effect of SOTEN on rating false/
misleadingarticles as true and 95 percent confidence intervals during Studies
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model, which only clustered standard errors at therespondent level. All effects
areestimated using ordinary least squares with article fixed effects and
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standard errors clustered at the individual level. Panel a presents the effect of
SOTEN on rating misinformation as true and 95 percent confidence intervals
for Study1(P<0.0001),2(P<0.0001),3(P<0.0001),and 4 (P<0.0001).
Panel b presents the effect of SOTEN on a 7-point ordinal scale of veracity
and 95 percent confidence intervals for Study 1(P<0.0001),2 (P<0.0001),
3(P<0.0001),and 4 (P<0.0001).
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rating for evaluation of false/misleading articles. We predict theratingofan ~ 2.78 (Study3; N=982;P<0.0001),2.52 (Study 4; N=386; P<0.0001), and

articleona7-pointscale using our categorical measure using asimple linear 2.74 (Study 5;N = 877; P<0.0001). Post-treatment, rating a false/misleading
regression (ordinary least squares). This figure presents the effect of rating a articleastrueincreasesthe 7-point ordinal scale by 2.86 (Study 1; N=1,130;
false/misleadingarticle as true onrating a false/misleading article as true on P<0.0001),2.52(Study 2; N=1,010; P< 0.0001),2.76 (Study 3; N =982;

the 7-point ordinal scaleand 95 percent confidence intervals. Pre-treatment, P<0.0001),2.61(Study 4;N=386;P<0.0001),and 3.02 (Study 5; N = 608;

rating afalse/misleading article as true increases the 7-point ordinal scale by P<0.0001).
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Extended DataFig.10|Does the effect of SOTEN increase with fact-checker
agreementacross Studies1through 5?. Panelsaandb present the change
(with 95 percent confidence intervals) in the effect of searching online on
rating a false/misleading article as true when fact-checker agreementincreases
fromOtolduringStudies1(N=2,275),2(N=2,020),3(N=1,964),4 (N=772)
and5(N=1,485) using a categorical scale (Panela) and a7-point ordinal scale
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Statistics

For all statistical analyses, confirm that the following items are present in the figure legend, table legend, main text, or Methods section.

n/a | Confirmed

The exact sample size (n) for each experimental group/condition, given as a discrete number and unit of measurement

X X

A statement on whether measurements were taken from distinct samples or whether the same sample was measured repeatedly

The statistical test(s) used AND whether they are one- or two-sided
Only common tests should be described solely by name; describe more complex techniques in the Methods section.

X

A description of all covariates tested

X X

A description of any assumptions or corrections, such as tests of normality and adjustment for multiple comparisons

A full description of the statistical parameters including central tendency (e.g. means) or other basic estimates (e.g. regression coefficient)
AND variation (e.g. standard deviation) or associated estimates of uncertainty (e.g. confidence intervals)

For null hypothesis testing, the test statistic (e.g. F, t, r) with confidence intervals, effect sizes, degrees of freedom and P value noted
Give P values as exact values whenever suitable.

X

For Bayesian analysis, information on the choice of priors and Markov chain Monte Carlo settings

For hierarchical and complex designs, identification of the appropriate level for tests and full reporting of outcomes

OOX O 0O OO0 00 00
X

X X []

Estimates of effect sizes (e.g. Cohen's d, Pearson's r), indicating how they were calculated

Our web collection on statistics for biologists contains articles on many of the points above.

Software and code

Policy information about availability of computer code

Data collection  Two web extensions were used in the data collection process for Study 5. They are titled: "Search Engine Results Saver" and the "URL
Historian." They are available on the chrome webstore for free. No other code or software was used.
Data analysis R (4.2.3) and RStudio (2023.03.0+386) was used to clean and analyze the data. We created our own code to do so.

For manuscripts utilizing custom algorithms or software that are central to the research but not yet described in published literature, software must be made available to editors and
reviewers. We strongly encourage code deposition in a community repository (e.g. GitHub). See the Nature Portfolio guidelines for submitting code & software for further information.

Data

Policy information about availability of data
All manuscripts must include a data availability statement. This statement should provide the following information, where applicable:

- Accession codes, unique identifiers, or web links for publicly available datasets
- A description of any restrictions on data availability

- For clinical datasets or third party data, please ensure that the statement adheres to our policy

Data and materials for all of the studies are available at https://github.com/SMAPPNYU/Do_Your_Own_Research.




Research involving human participants, their data, or biological material

Policy information about studies with human participants or human data. See also policy information about sex, gender (identity/presentation)
and sexual orientation and race, ethnicity and racism.

Reporting on sex and gender Gender was used as a control variable in some of the analyses conducted in the paper. Gender was determined by self-
reporting. We do provide disaggregated gender data in the source data. We do not find any evidence in our studies that the
findings only applied to one sex or gender. We did not pre-register any hypotheses regarding gender and we stuck close to
our pre-registration.

Reporting on race, ethnicity, or Participants themselves provided demographic information that we controlled for in our study. We controlled for the
other socially relevant following variables: age, education, income, political ideology, and gender. The following questions asked individuals for this

groupings data:

Age: What is your age?
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Ecucation: We asked individuals to self-identify their highest degree earned.

Income: We asked individuals to self-identify their income from last year.

Political Ideology: Where would you place yourself on this scale? Extremely Conservative - Extremely Liberal
Gender: What is your gender?

We ran experimental studies that sampled a representative sample of individuals using quota-sampling and randomized the
treatment. We then controlled for these demographic variables to improve the precision of our average treatment effect.

Population characteristics In all of the studies we sampled individuals living in the United States. In the first four of our studies and the sixth study these
individuals were recruited by Qualtrics. These samples were representative. We quote-sample respondents based on age,
gender, and education. The sample for the fifth study was recruited using Mechanical Turk. This sample was not
representative and was not quota-sample based on demographic variables. Balance tables for each study including this
demographic information is listed in the methods section of the main text.

By sampling individuals through online opt-in surveys we do understand that we are oversampling highly online individuals,
but this is our target population. We are most interested in frequent users of the internet who are most likely to consume
online news.

Recruitment Participants were recruited by Qualtrics, an online survey platform, and Amazon's Mechanical Turk. In both of these cases,
participants were told what they would be asked to do in the survey and could opt out at any time. Given these internet
surveys use opt-in panels and we know they are the less accurate than probability sampling, we must be cautious when
reporting our results. For example, we expect the behavior of our respondents who self-selected into the survey to differ
from those drawn with known probability from a well-specified population. Therefore, it is possible and likely this
convenience sample is different in possibly unmeasured ways. Therefore, we only report results from analyses with that we
can using non-probability sampling.

Although we should be cautious when making experimental inferences using an opt-in non-probability samples from
Qualtrics, previous work has found that about 90% of effects identified using a gold-standard probability sample are similar
to effects identified by an opt-in Qualtrics panel.

A major issue in online opt-in surveys is that the behaviors of those who opt-in to and join multiple panels to earn incentives
may put much less effort into tasks at hand and are more likely to guess to save time and maximize their payment. To test if
this would affect our main results we ran a parallel survey and paid respondents additional payments for correct answers to
our veracity question, but did not find much of any difference in their responses. Therefore, we do not believe that a lack of
effort explains the results we find. Recent work has also shown that experimental results from these non-probability samples
are often comparable to those found in population samples. Given this previous work, the results we present are not likely to
be different if we had used probability-sampling.

An additional possible issue is that we may have different levels of attrition in the control and treatment groups in a few of
our studies. We report dropout levels and balance tables for every study in our paper to provide evidence that we do not
believe this to be an issue.

An added advantage of using online sampling is that it predominately recruits those in whom we are actually most interested:
in, frequent users of the internet who are most likely to consume online news. Thus even if our results are less likely to be
generalizable to overall population, they are still likely to be generalizable to the population that consumes news online more
rather than other recruiting techniques such as in-person surveys.

Ethics oversight Study 1 was approved by NYU IRB protocol IRB-FY2019-3511
Study 2 was approved by NYU IRB protocol IRB-FY2019-3511
Study 3 was approved by NYU IRB protocol IRB-FY2019-3511
Study 4 was approved by NYU IRB protocol IRB-FY2019-3511
Study 5 was approved by NYU IRB protocol IRB-FY2021-5608
Study 6 was approved by a modified NYU IRB protocol IRB-FY2019-3511
We received informed consent from all participants in Studies 1-6.
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Study description

Research sample

Sampling strategy

Data collection

Timing

Data exclusions

Non-participation

Quantitative Experimental Studies.

In Study 1, we tested whether SOTEN affects belief in misinformation in a randomized controlled trial that ran for ten days. During
this study, we asked two different groups of respondents to evaluate the same false/misleading or true articles in the same 24-hour
window, but only one after searching online.

Study 2 ran similarly to Study 1, but over 29 days between November 18, 2019 and February 6, 2020. In each survey that was sent in
Study 1, we asked respondents in the control group to evaluate the third article they received a second time, but only after looking
for evidence online (using the same directions to search online that participants in Study 1 received).

Study 3 replicated Study 2 using the same materials and procedure, but was run between March 16, 2020 and April 28, 2020, three
to five months after the publication of each these articles.

Study 4 extended Study 2 by asking individuals to evaluate and re-evaluate highly popular misinformation strictly about Covid-19
after searching online. This study was run over eight days between May 28, 2020 to June 22, 2020.

Study 5 was almost identical to Study 1, but we used a custom plug-in to collect digital trace data and encouraged respondents to
specifically search online using Google (our web browser plug-in could only collect search results from a Google search result page).
Similar to Study 1, we measured the effect of SOTEN on belief in misinformation in a randomized controlled trial that ran on twelve
separate days from July 13, 2021 to November 9, 2021, during which we asked two different groups of respondents to evaluate the
same false/misleading or true articles in the same 24-hour window. The treatment group was encouraged to search online, while the
control group was not.

Study 6 tests if the search effects we identify on belief in false/misleading and true articles still hold when we remove the instructions
we present to respondents. To this end, we ran an experiment similar to Study 1, but we add two other treatment arms in which we
encourage individuals to search online to evaluate news.

In the first four of our studies our sample of those living in the United States is recruited by Qualtrics. The sample is representative.
We quote-sample respondents based on age, gender, and education. The final study was recruited using Mechanical Turk. This
sample was not representative and was not quota-sample based on demographic variables.

By sampling individuals through online opt-in surveys we do understand that we are oversampling highly online individuals, but this is
our target population. We are most interested in, frequent users of the internet who are most likely to consume online news.

Balance tables for each study including this demographic information is listed in the methods section of the main text.

Individuals are randomly sampled. No statistical methods were used to predetermine sample size. Generally the sample sizes used (N
>1000) are large enough to identify small effects (Cohen's D above 0.2) using our models.

Respondents took these surveys online from either their desktop or mobile phone. The respondents did not interact with the
researcher.

The timing of each study can be found below:

Study 1: November 21st, 2019 to January 7, 2020
Study 2: November 18th, 2019 to February 6th, 2020
Study 3: May 28th, 2020 to June 22nd, 2020

Study 4: March 16th, 2020 to April 28th, 2020

Study 5: July 13th, 2021 to November 9th, 2021
Study 6: August 10th, 2022 to September 11th, 2022

No data was excluded from the analysis.

We report varied levels of non-participation in our five studies. These non-participants could have declined to participate in the
survey, dropped out after starting the survey, or were dropped because they failed an attention check. Participants who declined to
participate or dropped out of the study, did not notify us why they refused to participate. The percentage of non-participation can
be found below:

Study 1: 82%

Study 2: 82%
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Study 3: 74%
Study 4: 76%
Study 5: 75%
Study 6 (only reported in supplementary materials): 78%

Randomization Individuals were randomly allocated to different experimental groups.

Reporting for specific materials, systems and methods

We require information from authors about some types of materials, experimental systems and methods used in many studies. Here, indicate whether each material,
system or method listed is relevant to your study. If you are not sure if a list item applies to your research, read the appropriate section before selecting a response.
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Materials & experimental systems Methods
Involved in the study n/a | Involved in the study
Antibodies X[ ] chip-seq
Eukaryotic cell lines |Z| |:| Flow cytometry
Palaeontology and archaeology |Z| |:| MRI-based neuroimaging

Animals and other organisms
Clinical data
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